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Preface to the Third Edition

In the more than 20 years since we conceptualized and
outlined the first edition of the Handbook of Clinical
Child Neuropsychology, much has changed in our
field yet much has remained the same. There have
been great strides in understanding both normal and
pathognomic development of neural structures that
have led us to greater depths of understanding the
brain—behavior relationships in children. It seems
that advances in neurobiology and related neuros-
ciences continue to add impetus to the need for
emphasizing the role of the brain in many forms of
psychopathology that were once considered solely the
domain of psychodynamics and behaviorism. We
have implored the authors of this third edition to
take careful note of the science that underlies the
practice of clinical child neuropsychology and to inte-
grate these advances wherever possible into the
updates of their chapters as well as considering them
in the chapters that are new to this volume. At the
same time that our depth of understanding of brain—
behavior relationships has improved, many of the
methodological and statistical problems that have pla-
gued research in the field remain. We continue to
provide chapters on these issues in an attempt to
improve research and research outcomes in the disci-
pline in addition to providing chapters that give gui-
dance to current best practices for the workhorse
practitioner.

Unfortunately, one of the things that has not
changed in our field is the presence of a dearth of
qualified pediatric and child clinical neuropsycholo-
gists. While there are more qualified child practi-
tioners now than ever before, children remain
underserved. Every year, without fail, since the
National Institute of Mental Health began issuing a
list of underserved populations within the United
States, children have appeared in the top 10 of all
underserved populations. Our hope is that by continu-
ing to provide information on current practice,

science, and thought about the practice of clinical
child neuropsychology in a common location, we
will continue to foster the development of the field
and perhaps attract additional practitioners to obtain
expertise with children.

In this third edition, updates of chapters from
the second edition appear along with a variety of new
chapters that present information on topics that have
become more salient over the several decades we have
toiled over this handbook. Those familiar with prior
editions will note new works by Sam Goldstein and
Adam Schwebach on the Neuropsychological Basis of
Learning Disabilities; Antolin Llorente on the Neu-
ropsychological Assessment of Spanish-Speaking
Children and Youth; Arthur MacNeill Horton, Jr.
and Arthur MacNeill Horton, III on the Child Clini-
cal Neuropsychology of Drug Abuse; Sam Goldstein
and Kordell Kennemer on WNeuropsychological
Aspects of ADHD; Robert McCaffrey, Julie Horwitz
and Julie Lynch on Child Forensic Neuropsycho-
logy; Priscilla Bade-White, John Obrzut, and Philip
Randall on Neuropsychological Aspects of Pervasive
Developmental and Autism Spectrum Disorders;
and Jack Naglieri, Cara Conway, and Sam Goldstein
on Using the PASS Theory in Neuropsychological
Assessment. We consider these to be central/main
stream efforts that are central to understanding the
field of clinical child neuropsychology and the broad-
ening role of child practitioners in our discipline. As a
strong example of the latter, Joan Mayfield’s chapter
on the role of the pediatric neuropsychologists in
coma is a seminal work in the guidance it provides
the child practitioner.

As we have noted in prior volumes, there are
many individuals to whom we must express our appre-
ciation and without whom this work could not have
been completed. As the publishing industry has con-
solidated, this handbook has moved across publish-
ers. We greatly appreciate the efforts of Sharon
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Panulla and Janice Stern, of Springer, for continuing
to appreciate the need for this volume as well as their
guidance and ultimately bringing it to fruition at its
new home. We also cannot forget Eliot Werner, our
original editor from Plenum Publishing Company
(now absorbed under the Springer umbrella), who
had sufficient faith in us as well as the development
of child clinical neuropsychology as a discipline to risk
publishing a large, comprehensive handbook origin-
ally in this field. The dedication and efforts of all of
our chapter authors are acknowledged and sincerely
appreciated. Without their hard work and careful
thought, this handbook would be a shallow effort on

our part. Elaine wishes to express her gratitude to her
family, David, Emma, and Leif for their support and
encouragement. Cecil continues to note and appreci-
ate Julia’s contributions to his efforts not only
through her confidence, emotional support, and com-
panionship, but through her willingness to engage him
in discussions particularly of the applicability of our
science to the day-to-day problems of the clinical
practitioner, of which she remains a superb example.

Cecil R. Reynolds
Elaine Fletcher-Janzen

College Station, Texas
Cleveland, Ohio
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Foundations and Current Issues



Development of Neuropsychology as a
Professional Psychological Specialty:
History, Training, and Credentialing

LAWRENCE C. HARTLAGE anp CHARLES J. LONG

Background

Neuropsychology can be depicted as having a
long history and a short past. As early as 400
BC, Hippocrates conjectured a correlation of
behavioral observations with possible anatomic
localizations, and later Galen related the ana-
tomic localizations to the brain. Although there
were occasional detours and distractions, Gall’s
early-19th-century chronological hypotheses
served as the focus of exploration for a time.
By the late 19th century more sophisticated
experimental methodology laid the groundwork
for the underpinnings of current scientific neu-
ropsychology. The data from electrical stimula-
tion of discrete cortical areas in animals by
Fritsch and Hitzig around 1790, the clinical loca-
lization of expressive speech by Broca, and the
localization of receptive language by Wernicke a
century later laid the foundation for major
breakthroughs in the 20th century. Indeed, dur-
ing the 20th century, two major approaches to
the study of brain—behavior relationships
evolved. In Russia, a qualitative clinical evalua-
tion evolved, characterized by the work of Luria

LAWRENCE C. HARTLAGE « Augusta Neuropsychol-
ogy Center, Evans Georgia 30809. CHARLES J.
LONG « Psychology Department, The University of
Memphis, Memphis Tennessee 38152.

(Luria, 1970; Luria & Majovski, 1977) and
Beehtereva (1978). This focused on the observa-
tion of cognitive functions such as content, repli-
cation, and flexibility of thinking (Puente, 1989).

In the United States, a number of different
factors influenced early-20th-century approaches
to the study of brain—behavior relationships. The
influence of British scientists including Henry
Head and Hughlings Jackson, unlike their Rus-
sian counterparts, supported use of psychometric
tests and, unlike Luria’s focus on localization,
attended to behavioral/psychological features.
In the first half of the 20th century—perhaps
reflecting interest following two world wars and
the differentiation of “functional” from “organic”
sequelae of brain injuries resultant from both
open and closed head injuries—there was a
trend away from localization, instead addressing
classification of behavioral deficits as a unitary
phenomenon, i.e., was the problem “functional”
or “organic” (Hartlage, 1966). This conceptual
approach is reflected in the work of a number of
well-recognized names from this era: Wechsler
and others attempted configural organization
of subscales to identify organic profiles; Bender
developed a constructional praxis measure
addressed to identification of brain injury
(Bender, 1938); and Benton developed a com-
bined constructional praxis/short-term memory
test for identification of brain injury (Benton,
1955).

C.R. Reynolds, E. Fletcher-Janzen (eds.), Handbook of Clinical Child Neuropsychology, 3
DOI 10.1007/978-0-387-78867-8_1, © Springer Science+Business Media, LLC 2009



4 CHAPTER 1

During the latter years of the first half of the
20th century, an approach for measuring biologi-
cal bases of intellective functions was promul-
gated by Halstead (1947), but his untimely death
curtailed his further development of these con-
cepts. It was his student, Reitan, at Indiana Uni-
versity Medical Center, who was able to refine
Halstead’s measures and develop a number of his
own, providing the solid scientific and experimen-
tal basis for neuropsychological practice based on
a standardized, validated, comprehensive battery
sensitive to brain dysfunctions. Reitan’s seminal
1955 paper (Reitan, 1955) demonstrated differen-
tial (Wechsler) verbal and performance 1Q scores
resultant from unilateral brain injuries, and over
the next half century, Reitan reported in a num-
ber of studies the ability of this neuropsychologi-
cal battery to not only identify but differentiate
among brain dysfunction resulting from a variety
of etiologies. This work was largely based on
assessment of adults with verifiable brain injury.

Following progress in the development of a
scientific database for applied neuropsychology,
there was an emerging recognition of psychology
as a profession with potential applications deal-
ing with both medical and societal issues.

During World War II, psychology was
recognized for its potential in military manpower
utilization, especially in fields such as selection
and training of pilots. At war’s end, focus shifted
toward utilizing psychological procedures for
determining whether war related problems in
veterans represented difficulties of primarily psy-
chological as opposed to neurologic origin, such
as might be resultant from various types of head
injuries.

In the early years of its emergence, a loosely
constituted International Neuropsychological
Society represented neuropsychology. This was
an interesting group composed of psychologists,
neurologists, and educators with an interest in
brain—behavior relationships. The International
Neuropsychological Society held its first pro-
gram meeting in 1973, on a medical school cam-
pus in New Orleans, with approximately a
hundred participants. The growth of interest in
the field of neuropsychology and the need for
some type of education and credentialing guide-
lines encouraged a small group of psychologists
to organize the National Academy of Neuropsy-
chologists (subsequently renamed the National
Academy of Neuropsychology). Its first pro-
gram meeting was in 1981, in Orlando, with

approximately 350 participants. One of the
early initiatives of the National Academy of
Neuropsychology was to survey identifiable neu-
ropsychologists to assess their perception of the
need for some national credentialing body for
neuropsychologist’s practice. Following wide-
spread agreement that such a body was indeed
needed, the National Academy assigned an ex-
president (L.C.H.) to organize such a board. In
the early 1980s, a board constituted exclusively
of individuals with (peer nominated) expertise in
neuropsychology who were also credentialed by
the American Board of Professional Psychology
(typically board certification in clinical psychol-
ogy) was organized to serve as a founding board
to refine credentialing issues and procedures.
This organization, as an outgrowth and product
of the National Academy of Neuropsychology,
was incorporated as the American Board of
Professional Neuropsychology. Overtures were
made to the American Board of Professional
Psychology to offer neuropsychology as a new
specialty. However, the American Board of Pro-
fessional Psychology was not at that time willing
to recognize a new specialty area. Instead the
executive director (Margaret Ives) agreed offer-
ing neuropsychology as a super specialty (e.g.,
comparable with the American Board of Psy-
chiatry and Neurology Certification in Child
Psychiatry or Neurology, which was added to
basic qualifications, in psychiatry or neurology,
with the designation “with special competence in
child”). At this point, a group of psychologists
not formerly affiliated with any professional
organization, who did not have ABPP qualifica-
tions, felt their qualifications in neuropsychol-
ogy would be overlooked by this procedure.
Accordingly, they organized a rival board that
was subsequently incorporated as the American
Board of Clinical Neuropsychology.

Following establishment of both scientific
and professional facets of neuropsychology and
with the increasing recognition of neuropsycho-
logical substrates of learning and adaptive beha-
vior problems in adults with brain injury, there
developed a progressive interest in some possible
central processing dysfunctions as being etiologic
in a wide variety of children’s learning problems
(e.g., Chalfant & Scheffelin, 1969). Given impetus
and support by the focus of “The Great Society”
programs on identification, description, and
treatment of childhood learning problems,
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neuropsychology was increasingly involved with
the assessment of exceptional children.

The growing involvement of neuropsychol-
ogy with children’s problems raised a number of
scientific and professional questions and issues.
As the body of research relating known brain
damage to specific learning and behavior pro-
blems had for the most part involved adults, one
obvious scientific question involves the extent to
which this research could be applied to children.
Stemming from this scientific question arose a
professional issue, namely, which tests or diag-
nostic approaches are appropriate for use with
children? If findings from adults could be
applied directly to children, then presumably a
downward extension of a battery appropriate for
use with adults might be adequate for this pur-
pose. Conversely, if findings from adult neurop-
sychology could not be applied to children, it
would be necessary to develop a new database
for application to child neuropsychology.

Another specific question dealt with whether
findings from individuals with known brain
damage verified on neurological, neurosurgical,
or neuroradiological criterion measures could be
applied to children who were presumed to have
neuropsychological impairments on the basis of
neuropsychological assessment, but for whom
there was no definitive evidence of structural
or physiological damage. This scientific question
translated into obvious professional issues.
Because for many children whose neuropsycho-
logical examination findings suggested a clear
central nervous system dysfunction, there was
no external criterion that could validate such an
impression, the misclassification of such children
as “brain injured” could adversely influence their
educational programming and management.

Assessment Approaches

In response to the demand for neuropsycho-
logical services for children, and in attempts to
address the scientific and professional issues raised
by this demand, two diverse approaches to the
provision of neuropsychological services to chil-
dren emerged. One approach involved modified
versions of traditional neuropsychological bat-
teries such as the Halstead—Reitan Neuropsycho-
logical Battery (Reitan, 1955; Reitan & Davison,
1974; Selz, 1981) and the Luria-Nebraska Neurop-
sychological Battery (Golden, 1981; Golden,

Hamineke, & Purisch, 1980; Plaisted, Gustavson,
Wilkening, & Golden, 1983), which standardized
the adult battery items on a child sample. For the
most part, this standardization took the form of
deleting from the adult battery those items that
were too difficult for children. There is reportedly
good congruence between the adult and child
batteries on classificatory accuracy, and also
between the Reitan-Indiana Children’s Battery
and the Luria-Nebraska Neuropsychological
Battery for Children (Berg et al., 1984; Geary,
Schultz, Jennings, & Alper, 1984; Golden et al.,
1981). Even among proponents of a standardized
battery approach, there is disagreement concern-
ing which battery is best for which population of
patients (e.g., Adams, 1980a, 1980b; Spiers,
1981). The second emphasis is on interpretation
of standard psychometric tests from a neuropsy-
chological perspective, augmented by some mea-
sures of sensory and motor function, using
relevant age-appropriate tests for children of
given ages, ranging from preschool through ado-
lescent ages (Hartlage, 1981, 1984; Hartlage &
Telzrow, 1983; Telzrow & Hartlage, 1984). This
approach uses standardized behavioral tests and
interprets them according to the individual’s
strengths and weaknesses and in some cases
makes inferences regarding neurological integ-
rity. Such an approach is popular with psycholo-
gists working in school settings, and in many
cases may be adequate for child neuropsycholo-
gical assessment. Although there is little evidence
that one approach is clearly superior, “turf
skirmishes” often center on the issue of qualifica-
tions. Psychologists who have developed exper-
tise in the use of a given neuropsychological test
battery tend to support the view that the only
legitimate neuropsychologists are those with a
similar background and expertise. Psychologists
who espoused diagnostic approaches involving
traditional psychometric tests counter by ques-
tioning the relevance of a standardized battery
developed for adults with known brain lesions
for assessing children who often do not have
evidence of brain lesions. They also question the
redundancy involved in adding a standard neu-
ropsychological battery to the array of psycho-
metric instruments required by most school
districts for psychoeducational assessment. The
second approach appears to be preferred by
most professionals. A survey of internship train-
ing programs suggests that most professionals
prefer the second approach (interpretation of
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standard psychometric tests from a neuropsycho-
logical perspective) (Goldberg & McNamara,
1984). Their survey results revealed that 78%
employ nonstandardized assessment strategies,
63% the Halstead—Reitan Battery, and 35% the
Luria-Nebraska. Even those individuals employ-
ing a neuropsychological battery frequently aug-
ment the battery with common psychological
tests.

Recently, there has evolved a small following
of practitioners who attempt to modify subparts
of existing neuropsychological batteries, such as a
fairly recent publication of a “revised” children’s
young adolescent’s version of the Category Test
(Boll, 1993), or modify administration of a stan-
dardized test commonly used as part of a neurop-
sychological battery (e.g., Kaplan, 1991). As
there is nothing conceptually new or different in
such modifications of existing text or procedures,
such approaches can be classified, according to
use, in one of these two schemata.

Professional Context of Child
Neuropsychology

With the advent of the CAT scan, NMR,
and other instruments, neuropsychological
assessment has shifted away from simple yes/no
“organic” diagnosis as a primary endeavor and
has moved toward comprehensive assessment of
the functional consequences of neurological
damage (i.e., cognitive skills). The focus is on
cognitive strengths and weaknesses and their
relationship to academic performance and/or
intervention strategies. Neurological integrity is
only indirectly inferred as a contributing factor
and the utility of such inferences is questioned. It
continues to be argued that neuropsycho-
diagnosis has little or no relevance to education
and/or rehabilitation, although it may be rele-
vant to planning for intervention. While the data
at present do not indicate that neuropsychologi-
cal assessments are essential, it is often the case
that this is the only assessment whereby a com-
prehensive investigation of a broad range of
cognitive skills is evaluated in the context of
emotional and situational factors.

Current interest in neuropsychological
assessment has begun to focus on the ecological
validity (predictive validity) of neuropsychologi-
cal tests. While relating test scores to vocational
performance and real-world behaviors is difficult

because of the variability across jobs and across
social situations, the academic environment
affords a much more stable environment. Future
research in this area may well hold substantial
promise for the development of a better under-
standing of the relationship between neuropsy-
chological performance in children in a learning
environment as well as aid in the development of
effective treatment strategies.

Levels of Inference

An important issue in training and creden-
tialing in child neuropsychology involves the pur-
poses for which neuropsychologically relevant
data are to be used. A comparatively low level
of inference involves a conclusion that impaired
brain function may be etiologic or at least con-
tributory to a given problem. An example of this
level of inference might be a conclusion reached
by a school psychologist that a child’s failure to
acquire a given academic skill is likely related to
brain damage or dysfunction. At a considerably
higher level of inference are diagnostic state-
ments indicating specific localizing and etiologic
phenomena. An example of this level of inference
might be a statement, reached by a clinical child
neuropsychologist working in a neurological set-
ting, that a child appears to have an astrocytoma
confined to anterior portions of the nondomi-
nant cerebral hemisphere. Perhaps the highest
level of inference involves statements concerning
some irreversible intervention. An example of
this type of inference might involve a clinical
child neuropsychologist working in conjunction
with a pediatric neurosurgeon who concludes
that removal of a major portion of a child’s
hippocampus will not impair memory or other
mental function. Between these low and high
levels of inference occur many intermediate levels
involving such matters as optimal instructional
mode, referral to a neurological specialist, prog-
nostic statements based on inferred level of cor-
tical integrity, or conclusions concerning whether
(or the extent to which) a child’s impaired cogni-
tive performance may be related to an injury for
which legal action is pending.

It is possible that a well-trained clinical
child psychologist or school psychologist, with
only moderate training (or credentials) in child
neuropsychology, may make appropriate lower
level inference concerning brain—behavior
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relationships. For example, a school psycholo-
gist may, by training, experience, and clinical
skill, be quite adequately prepared to develop
perfectly appropriate academic intervention pro-
grams for a child with a chronic or acquired
neurological impairment, and precluding such
individuals from such practice on the grounds
that they are not sophisticated in brain—behavior
relationships may serve to deprive a child of a
valuable professional resource. Conversely, it is
not reasonable to expect such a professional to
detect manifestations of an early stage neurode-
velopmental disorder or a neoplasm of some
slowly progressive type. On the one hand, it can
be argued that, until the proper diagnosis is made,
it is not possible to determine what level of infer-
ence may be required: This might suggest that all
questions concerning possible brain involvement
in children require the involvement of a qualified
child neuropsychologist. On the other hand, in a
typical school population, the base rate of neuro-
degenerative or slowly progressive neoplastic dis-
orders is sufficiently low that such a requirement
may be considered to be unrealistic.

Interactive with the level of inference is the
issue of potential harm to the child. Some
chronic neurological conditions, such as might
be represented by chronic cerebral hemispheric
functional asymmetry, can conceivably be over-
looked without necessarily causing major pro-
blems. In cases where appropriate educational
and counseling services are provided, overlook-
ing the neurological substrates of uneven levels
of academic performance may be only minimally
handicapping to the child. Conversely, labeling
the child “brain damaged” may deprive the child
of needed educational support. Similarly, the
mismatch between a child’s neuropsychologi-
cally mediated abilities and deficits in an
ongoing educational program that does not
take these factors into account may cause harm
to the child, both in terms of frustration and
failure to achieve academically at ability levels.
Obviously, individuals should only make higher-
order inferences regarding brain—behavior rela-
tionships when their training, experience, and
clinical skills qualify them for such inferences.
Although guidelines concerning training and
credentialing can and should address these
issues, at the present time they have not been
effectively addressed. Even if they are addressed
in the future, it is not reasonable to hope that
such guidelines can resolve them all.

Credentialing of Psychologists

Although the study of developmental brain—
behavior relationships is a relatively recent endea-
vor in neuropsychology (Dean, 1982), it has
already been argued that there is a need for some
type of credentialing and certainly for more spe-
cialized training if one is to provide appropriate
neuropsychological services to children.

Clinical psychologists have traditionally
tended to function as generalists—setting few
limits regarding credentialing and developing
no formal method for identifying a particular
area of expertise. They tend not to limit their
practice to a specific problem area or specific
age group (VandenBos, Stapp, & Kilburg,
1981). This state of affairs no longer appears
appropriate for the current practice of psychol-
ogy because of the dramatic change in the
knowledge base. Certainly it is clear that neu-
ropsychological assessment requires specific
knowledge not generally obtained in traditional
clinical psychology training programs. Further-
more, the techniques and issues in child psychol-
ogy cannot simply be deduced from knowledge
of adults. Specialty training in school psychol-
ogy and specialization in child psychology also
speak to the changes in training promoted to
meet the needs of the child.

Although the American Psychological Asso-
ciation initially recognized only four specialty
areas, a review in credentialing activities by
Sales (1985) identified 31 specialty-credentialing
boards; and at the time of this writing the Amer-
ican Board of Professional Psychology has added
several more boards and is negotiating with
others for inclusion under its umbrella approach
to credentialing. The overall credentialing process
continues to undergo review. In February 1994
the APA Council of Representatives voted to
establish an APA College of Professional Psy-
chology that will function as a credentialing
body (APA Practice Directorate, 1994). Also in
1994, APA formed the Joint Interim Committee
for the Recognition and Identification of Special-
ties and Proficiencies. These activities point out
APA’s awareness of organizing and clarifying the
credentialing process. Even though psychologists
are identifying areas of specialization and devis-
ing procedures for membership inclusion, clinical
psychologists seem reluctant to limit their prac-
tice by establishing formal specialties within
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clinical psychology and such activities are not
likely to be readily endorsed. Indeed, clinical psy-
chologists have been able to push legislation to
enact state licensing and to specifically define
diagnoses of brain damage, and the practice of
neuropsychology, as within the specific purview
of clinical psychology.

In the absence of credentialing, control is
left to licensing activities, done at the state levels,
resulting in a wide variety of requirements for
practice in a specified area such as neuropsychol-
ogy and a tendency to rely on the individual
practitioner with respect to not making profes-
sional judgments at levels of inference for which
the practitioner is not qualified. As has just
been noted, however, in cases involving some
neuropsychological problems, an otherwise
well-trained clinician may not recognize the neu-
ropsychological nature of the problem and at the
same time feel justified by avoiding any inferen-
tial statements concerning CNS involvement.
Although it could be argued that making no
inferential statement concerning CNS deficit in
such a case may in fact be inferring something
about CNS integrity, such activities are extre-
mely difficult to control within limitations of
generic state licensing laws. Few states attempt
to designate specialty training within psychology
although recently Louisiana has identified a sub-
specialty in neuropsychology with inclusion con-
tingent on satisfying the requirements of either
the American Board of Professional Neuropsy-
chology or the American Board of Clinical
Neuropsychology.

A national credentialing board, not limited
by legislators who enact and amend licensing
laws at the state level, is an accepted approach
toward ensuring some level or degree of compe-
tence among practitioners who have met the
requirements of that board. With credentialing
requirements set by professionals, this obviously
represents an approach with considerable poten-
tial for helping ensure such competence. As
participation in the activities required for cre-
dentialing is entirely voluntary (and can entail a
fair amount of energy, frustration, and money),
there is no assurance that the only qualified neu-
ropsychology practitioners are those who are
board certified. As with generic state licensure,
board certification in neuropsychology does not
necessarily guarantee expertise in all areas of
neuropsychology. Unlike the American Board
of Neurology and Psychiatry, which adds “with

special competence in child neurology” (or psy-
chiatry) for practitioners who satisfy the
required training and experience for this endor-
sement, neuropsychology issues only generic
endorsement.

At the present time there are two boards in
neuropsychology: the American Board of Pro-
fessional Neuropsychology and the American
Board of Clinical Neuropsychology. Although
both boards are attempting to comprehensively
evaluate professionals and award the diplomate
status to those who are judged to be qualified,
the number of individuals who can be evaluated
by this comprehensive process is limited. Even
though both credentialing boards have been in
varying states of activity since 1984, it is esti-
mated that only about 800 individuals have suc-
cessfully completed the oral examination and
have been awarded the diplomate in neuropsy-
chology. Furthermore, both boards can only
comprehensively evaluate 40-50 per year. The
result is that it will be quite some time before
the majority of qualified neuropsychologists can
be identified. An even greater problem relates to
the fact that both boards evaluate neuropsychol-
ogists as a broad category. While the individual
outlines specific areas of competency within neu-
ropsychology such as interest in children, there is
no formal designation as to those who are speci-
fically qualified in child neuropsychology.

The awareness of a lack of understanding of
the specialty practices by third-party payers led
the National Academy of Neuropsychology and
the APA’s Division of Clinical Neuropsychol-
ogy to form a Joint Task Force in 1991. After
numerous discussions several guidelines were
proposed. This included the formation of new
neuropsychological assessment codes and a defi-
nition of a neuropsychologist.

Definition of a Clinical Neuropsychologist

A. Level 1 Certification by examination by
either the American Board of Clinical Neu-
ropsychology or the American Board of
Professional Neuropsychology

B. Level I

1. Education—Doctorate degree in psy-
chology from a regionally accredited
institution with a program in psychology
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2. Experience—Three years (minimum of
500 hours per year) of clinical neuropsy-
chological experience at either predoc-
toral or postdoctoral levels

3. Supervision—Two years supervision in
clinical neuropsychology satisfied by
one or more of the following:

a. Two years postdoctoral supervision

b. One year predoctoral and one year
postdoctoral supervision

c. Successful completion of a postdoc-
toral fellowship

4. License
State or province licensure at the level of
independent practice

5. Definition

Clinical neuropsychology is defined as the study
of brain—behavior relationships based on a com-
bination of knowledge from basic neurosciences,
functional neuroanatomy, neuropathology,
clinical neurology, psychological assessment,
psychopathology, and psychological inter-
ventions.

This was followed by a letter of October
1994 from Carl B. Dodrill, Ph.D., Division 40
president, in which he indicated that the above
definition was in error and that the only defini-
tion of a clinical neuropsychologist approved by
Division 40 was published in The Clinical Neu-
ropsychologist, 1989, volume 3, p. 22 [see Appen-
dix for guidelines for doctoral training in clinical
neuropsychology], which is as follows:

A Clinical Neuropsychologist is a profes-
sional psychologist who applies principles of
assessment and intervention based upon the
scientific study of human behavior as it relates
to normal and abnormal functioning of the cen-
tral nervous system. The Clinical Neuropsychol-
ogist is a doctoral level psychology provider of
diagnostic and intervention services who has
demonstrated competence in the application of
such principles for human welfare following:

A. Successful completion of systematic didactic
and experiential training in neuropsychol-
ogy and neuroscience at a regionally accre-
dited university;

B. Two or more years of appropriate super-
vised training applying neuropsychological
services in a clinical setting;

C. Licensing and certification to provide psy-
chological services to the public by the laws

of the state or province in which he or she
practices;

D. Review by one’s peers as a test of these
competencies.

Attainment of the ABCN/ABPP Diploma in
Clinical Neuropsychology is the clearest evi-
dence of competence as a Clinical Neuropsy-
chologist, assuring that all these criteria have
been met.

As can be seen from the confusion in defini-
tions, the issues are far from resolved regarding
clinical neuropsychology in general, and the
issue of specialization in child neuropsychology
has not been addressed.

Further complicating the issue of board
certification, usually designated as “diplomate”
status, is the pervasive level of inference issue.
Because only the best neuropsychological clin-
icians—for instance, those qualified to make
the highest levels of neuropsychological infer-
ence—are likely to receive “diplomate” status,
who is to do the lower level of inference work?
As has been mentioned, whereas it might be
considered optimal practice to have all children
with any problem seen by a skilled child neurop-
sychologist, to ensure that problems of a neuro-
logical nature are not overlooked, this is
obviously not realistic.

These problems raise the question of the use
of technicians in neuropsychology. The Division
40 Task Force on Education, Accreditation, and
Credentialing concluded that “the use of . . . tech-
nicians is a common and accepted practice when
the supervising psychologist maintains and moni-
tors high standards of quality assurance” (APA
Task Force, 1989, p. 25). Surveys of practicing
neuropsychologists indicate that 53% use techni-
cians. It would appear that neuropsychologists
can make effective use of technicians to provide
more cost-effective services. Such use would not
preclude the neuropsychologist spending time
with the patient in obtaining the history, reevalu-
ating questionable areas of weakness by the use of
additional tests, or clarifying test findings during
the debriefing with the patient.

It appears that specialty credentialing is
unlikely to be accepted in the near future by the
vast majority of clinical psychologists. There-
fore, training must be designed and offered to
best prepare these individuals for their desig-
nated area of clinical service. Universities offer-
ing specialty training in school psychology, child
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psychology, and/or neuropsychology are meet-
ing such needs.

General Issues in Child Clinical Training

With respect to educational context, clinical
child neuropsychology can be viewed as a sub-
area of clinical child psychology, and it is rele-
vant to preface a review of issues in clinical child
neuropsychology training with an overview of
training issues in clinical child psychology. Pre-
sently, although there are seven formal predoc-
toral training programs in neuropsychology
(Lubin & Sokoloff, 1983), few are specifically
designed for child neuropsychology. In some
programs, students are required to satisfy the
requirements of the child clinical and neuropsy-
chology training programs to be designated as
trained in child neuropsychology. Without such
arrangements, much of the specialty training in
clinical child neuropsychology currently is pro-
vided by postdoctoral positions.

The report of the task force from Division
40 recommends that in the absence of formal
accredited educational programs:

(1) The entry level credentials for the practice of
clinical neuropsychology shall be predicated on
the license to practice at the independent profes-
sional level in the state or province in which the
practitioner resides; (2) In addition, 1600 hours of
clinical neuropsychological experience, supervised
by a clinical neuropsychologist at the pre- or post-
doctoral level, shall be required; (3) Persons
receiving a doctoral degree in psychology before
1981 may substitute 4800 hours of post-doctoral
experience in a neuropsychology setting involving
a minimum of 2400 hours of direct clinical service.
( Newsletter 40, 1984)

In the absence of formal training programs
in child neuropsychology, specialization in child
neuropsychology must either combine two exist-
ing areas or seek further postdoctoral training.

Because of the changing nature of the ner-
vous system in the child and the impact of non-
neurological factors on the child’s behavior, the
child neuropsychologist needs to be trained in
basic psychological, developmental, and neu-
ropsychological issues. In addition, the role of
psychological assessment in clinical child neu-
ropsychology needs to be well understood.

The reliance on standardized tests increases
with decreasing experience of professionals in

any discipline. Of primary importance is the
issue to be addressed or the question to be
answered. If the primary question relates to
whether there is cerebral dysfunction, then
regardless of the test employed, the evaluators’
effectiveness depends on their training in brain—
behavior relationships and their understanding of
the nervous system and its contributions to beha-
vior. Without such training, effective interpreta-
tion of behavior leading to decisions regarding
brain dysfunction cannot be reached. If learning
disability is of primary interest, then the evaluator
needs to understand the relationship between test
behavior and learning disability. The same argu-
ment holds for developmental delays, emotional
disorders, retardation, and so on.

New graduates, individuals shifting their
area of basic training, or researchers tend to
depend on a fixed battery or evaluation strategy
and rigorously defend it against all others. They
thus exhibit a strong tendency to become method
oriented, rather than problem oriented. With
further education on the part of the professional
and understanding of the relationship between
areas of primary importance, less reliance is
made on a specific test battery and a broad
range of assessment devices may be employed in
order to effectively assay the behaviors in ques-
tion and outline an effective treatment plan.

Clinical neuropsychology as a specialty
within psychology is a fairly new area that is con-
tinuing to undergo change and self-analysis in
order to outline clinical courses most appropriate
to the practice of neuropsychology. The database
on neuropsychology has also served to shift psy-
chologists into a designated specialty area as the
knowledge base required to pursue neuropsycho-
logical assessment is sufficiently broad to make it
difficult for traditionally trained psychologists to
pursue effectively such clinical activities without
extensive training or experience.

In 1977 it was recognized that a conference
dealing with training in clinical child psycho-
logy was needed, and a preliminary working
conference was held in 1983 with the principal
conference held in May 1985. In general, the
recommendations included three features in-
volving general clinical psychology training,
involving requirements for training in normal
development; experience with normal children;
and minimal competencies in assessment, psy-
chopathology, and intervention with children
(Johnson & Tuma, 1986; Tuma, 1986). Specific
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to clinical child psychology graduate training
were seven recommendations, the first of which
endorsed the Boulder Model for clinical child
psychology. Another recommendation endorsed
the APA Division 27 Task Force-documented
Guidelines for Training Psychologists to Work
with Children, Youth and Families (Roberts,
Erickson, & Tuma, 1985). In general, the other
recommendations specific to clinical child psy-
chology training dealt with such issues as recog-
nizing cultural diversity and the multiple contexts
in which psychologists working with children,
youth, and families must function. Internship
training was recommended as involving at least
two-thirds of the training experience in child clin-
ical activity, with research incorporated into the
internship program. Postdoctoral and continuing
education training in clinical child psychology
was recommended, although specific guidelines
concerning required background prerequisites or
context areas were not proposed.

With respect to recognition of proficiencies
and specialty areas in psychology, the APA
Board of Professional Affairs (BPA) appointed
a Committee on Specialty Practice from 1970 to
1980 to explore such issues. Specialty guidelines
for clinical, counseling, industrial/organiza-
tional, and school psychology were approved
by the APA Council in 1980, making APA’s
first detailed public statement concerning service
provisions in specialty areas. The BPA appointed
a Subcommittee on Specialization in 1980 to
address the issues involved in criteria for specialty
areas not covered by these four major areas, and
in 1983 a second draft manual for the identifica-
tion and continued recognition of proficiencies
and new specialty areas in psychology was pub-
lished (Sales, Bricklin, & Hall, 1983). Differentia-
tion was made between proficiencies and
specialties, on the basis of several major criteria.
A specialty was recommended as involving a
body of knowledge with (1) unique client popula-
tions, (2) specific techniques and technologies, (3)
problems addressed, and (4) settings wherein the
knowledge applied. Proficiency, on the other
hand, would involve a body of knowledge and
skills that provide the basis for services in one of
these four parameters.

The requirements for the identification of a
specialty area involved (1) a formal organiza-
tion, recognized in the field that is responsible
for managing the development of a specialty;
(2) a definition of the specialty, including

knowledge and skills required; and (3) an educa-
tional sequence of training and experience.
Requirements for the identification of the profi-
ciency involved (1) a formal organization, (2) a
definition, (3) evidence of need and parameters
of practice, (4) demonstrated efficiency, and (5)
uniqueness. In this context, neuropsychology
could be viewed as representing either a specialty
or an area of proficiency, with clinical child neu-
ropsychology a subarea of either a specialty or a
proficiency.

In a related and somewhat parallel area, the
APA Task Force on Education and Credential-
ing (1985) published a recommendation con-
cerned with educational content required for
designation as a psychology program. Although
related in only a tangential way to clinical child
neuropsychology, the designation system tends
to discourage the graduate education of clinical
child neuropsychologists in academic settings
without a clear identification as part of a psy-
chology program (e.g., freestanding clinical
child neuropsychology programs in medical
schools or professional schools would have dif-
ficulty meeting the designation criteria).

Focus on Training in Clinical Child
Neuropsychology

Where does training in clinical child neu-
ropsychology fit into this broader context?
Training in clinical child neuropsychology is
generally provided in one of three ways: gradu-
ate coursework, internship/practicum training,
and postdoctoral training fellowships.

There has been a dramatic increase in train-
ing programs over the past decade, increasing
from approximately 7 to approximately 40 pro-
grams offering a terminal degree in neuropsychol-
ogy (Division 40 of the American Psychological
Association, 2005). While graduate course offer-
ings show considerable variability, many offer
training as a subspecialty of clinical psychology;
many more clinical programs offer some course-
work in neuropsychology; and some clinical pro-
grams offer lectures on neuropsychology but no
formal coursework (Golden & Kuperman, 1980).
Thus, among the 60 or more APA-approved clin-
ical programs that indicate they provide offerings
in neuropsychology, these offerings may range
from formal coursework to practica or even pos-
sible work placements.
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Division 40 of the APA (Neuropsychol-
ogy), aware of the need for establishing guide-
lines for neuropsychology training, has formed a
task force to develop such guidelines (see Appen-
dix). A preliminary report of their efforts was
published in Newsletter 40 (1984). According to
those guidelines the major function of the clin-
ical neuropsychologist is to assess current beha-
vioral disturbances associated with neurological
impairment. The report suggested that neurop-
sychological assessment should include mea-
sures of (1) abstract reasoning and categorical
thinking, (2) cognitive flexibility and planning,
(3) language communication, (4) learning and
memory, (5) sensation and perception, (6) fine
and gross motor functions, (7) initiation and
attention, (8) affect and mood, and (9) psycho-
social adaptation.

In order to effectively pursue these assess-
ment goals, the diagnostician needs training in
(1) functional neuroanatomy, (2) clinical dis-
eases, (3) child development, (4) changes in
behavior as a function of aging, (5) behavioral
psychopharmacology, (6) psychophysiological
principles underlying pathologies, (7) sociocul-
tural factors, (8) personality assessment and
interviewing skills, (9) principles of test construc-
tion and validation, and (10) test administration
and interpretation. Properly trained neuropsy-
chologists should be able to outline treatment
plans and consult with family members, educa-
tors, employers, and so on, in order to assist in
improving the behavioral adjustment of the indi-
vidual in specific situations. Remediation by a
clinical neuropsychologist focuses primarily on
disability associated with cerebral dysfunction
and secondarily on emotional or other maladap-
tive behaviors that are a consequence of the
individual’s primary disability.

The Newsletter outlined the needs of the
child neuropsychology training to include much
of the above with adjustment in training sug-
gested to incorporate bodies of knowledge as
well as techniques and resources specific to clin-
ical child neuropsychology. Major issues such as
child development, CNS plasticity, and the nat-
ure of the referral questions are seen as primary
additional areas of competence. One of the pri-
mary distinctions between child and adult neu-
ropsychology is the emphasis on description of
processes in children, because the focus on pro-
cess helps delineate specific treatment plans.
More so than with adults, a multidisciplinary

team often evaluates children; thus, child neurop-
sychologists must have knowledge of related pro-
fessions so that they may effectively interface
their findings in developing the final treatment
plan.

Among practicum offerings that include
child neuropsychology as an area of training,
these offerings in many cases exist as ancillary
options, such as being available on a limited
basis within a child therapy practicum. Even in
practicum or internship settings wherein neurop-
sychology is mentioned as an area of training
emphasis, there is considerable variability. This
variability appears to reflect both the differing
concepts of neuropsychology as a specialty area
within clinical neuropsychology and the unique
backgrounds of the faculty who provide such
training. In one grouping of 28 graduate settings
that offered neuropsychology training, Golden
and Kuperman (1980) found that the tests used
most frequently were the Wechsler and Bender
Gestalt.

Postdoctoral training programs in clinical
child psychology are relatively rare. However, a
number of postdoctoral programs in clinical
neuropsychology offer some exposure to child
neuropsychology, and a few provide some seg-
ment of the program devoted to work for chil-
dren. Informal surveys of postdoctoral trainees
who have had at least some postdoctoral train-
ing in clinical neuropsychology reveal a rather
wide range of backgrounds. Some “retread”
postdoctoral fellows, whose doctoral training is
in nonclinical areas such as physiological psy-
chology, have very little background in either
child development or the special skills needed
to evaluate children. Others with backgrounds
in areas like school psychology may have excel-
lent skills in child assessment and good knowl-
edge of developmental phenomena, but little
expertise in functional neuroanatomy or basic
brain—behavior relationships. Yet others enter
postdoctoral child neuropsychology training
programs with good assessment skills involving
both children and adults, with coursework in
neuroanatomy and physiology, and prior expo-
sure to neurologically impaired children from
practicum or work experiences. Thus, the con-
tent of the “ideal” postdoctoral experience in
clinical child neuropsychology may relate to the
unique backgrounds that such postdoctoral fel-
lows bring to the program.
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Professional Context of Clinical Child
Neuropsychology

Neuropsychologists assume that under-
standing brain—behavior relationships is neces-
sary for both diagnosis and treatment planning.
Such knowledge is not, however, sufficient, and
therefore few neuropsychologists focus on the
brain as the only contributing variable. Child
neuropsychological assessment must include
measures of personality/emotional well-being
and identification of environmental influences.
Given such a broad “systems” analysis, the child
neuropsychologist can provide information of
benefit to a number of other disciplines. For
example, the interpretation of neurological dys-
function in the context of situational, learning,
emotional, and other important dimensions pro-
vides the neurosurgeon with a more comprehen-
sive picture of the role that a lesion or area of
damage might exert on a child’s behavior. This
can assist teachers in the classroom and parents
at home by identifying strengths and weaknesses
and identifying those factors that appear to be
most amenable to modification. The assumption
is that one needs to identify factors that contri-
bute to aberrant behaviors and prioritize them
regarding those that would appear to require
primary assistance as well as those that are
most likely to change with remediation.

Unlike the adult brain, which is assumed to
be developmentally static with fixed effects asso-
ciated with injury, the child’s brain is character-
ized by growth and differentiation that extends
from conception up to young adulthood (Renis &
Goldman, 1980; Rourke, Bakker, Fisk, & Strang,
1983). The effects of neurological damage are
influenced by age, the locus of the injury, the
nature of the damage, the sex and socioeconomic
status of the individual, as well as the emotional
adjustment, coping, and adaptive skills of the
individual (Bolter & Long, 1985). Thus, even
our limited understanding of chronogeneric loca-
lization can improve the assessment and remedia-
tion of neurologically impaired children.
Neurological damage during the developmental
years may produce permanent deficits, temporary
deficits, and/or delayed-onset deficits (Teuber &
Rudel, 1962). Understanding the neurological
contribution to the overall behavioral complex
is necessary to effectively identify barriers and
plan for remediation.

Professional Relationships

Although all psychologists view behavior
from a systems perspective, problems are viewed
somewhat differently depending on the speciali-
zation. School psychologists focus primarily on
academic problems and secondarily on how non-
academic factors influence school performance
(e.g., emotional, situational, neurological,
genetic, developmental). Child psychologists
focus primarily on emotional/behavioral pro-
blems with secondary focus on other areas. The
child neuropsycho-logist focuses primarily on
brain—behavior relationships with other factors
being viewed “as” secondary.

Professionals in other specialties have chal-
lenged the approach of child neuropsycholo-
gists. School psychologists have argued that
understanding neurological systems is not
important for effective treatment (Senf, 1979).
It is further argued that neurological labeling
connotes irreversibility and mitigates responsi-
bility for remediation (Sandoval & Haapanen,
1981). In fact, Hynd (1982) suggested that the
neuropsychological evaluation might provide
information that reduces the need for referral
for expensive and nonproductive neurological
evaluations.

There remain many unresolved issues
regarding training and practice of clinical child
neuropsychology. As outlined in this chapter,
the clinical child neuropsychologist must possess
a knowledge base that cuts across many existing
areas of specialization. Perhaps for this reason,
individuals from a number of specialty areas
may function in the assessment and treatment
of children with neurological dysfunction in the
future. Hopefully, with improved awareness and
education, effectiveness of communication will
be enhanced across these specialties. This may
lead us to recognize the requisite combination of
broad skills in general child clinical areas and
specific skills in child neuropsychology as con-
stituting clinical child neuropsychology, both a
specialty and an area of proficiency.

Appendix

Source: The Clinical Neuropsychologist
1987. Vol. 1, No. 1, pp. 29-34, Swets & Zeitlin-
ger, Reports of the INS-Division 40 Task Force
on Education, Accreditation, and Credentialing
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Guidelines for Doctoral Training Programs
in Clinical Neuropsychology

Doctoral training in clinical neuropsychol-
ogy should ordinarily result in the awarding of a
Ph.D. degree from a regionally accredited uni-
versity. It may be accomplished through a Ph.D.
program in clinical neuropsychology offered by
a psychology department or medical faculty or
through the completion of a Ph.D. program in a
related specialty area (e.g., clinical psychology)
which offers sufficient specialization in clinical
neuropsychology.

Training programs in clinical neuropsy-
chology prepare students for health service deliv-
ery, basic clinical research, teaching, and
consultation. As such they must contain (a) a
generic psychology core, (b) a generic clinical
core, (¢) specialized training in the neurosciences
and basic human and animal neuropsychology,
(d) specific training in clinical neuropsychology.
This should include an 1800-hour internship
which should be preceded by appropriate prac-
ticum experience.

(A) Generic psychology core

Statistics and methodology
Learning, cognition, and perception
Social psychology and personality
Physiological psychology

Life-span developmental

History

A M

Generic clinical core

(B)

—_—

Psychopathology
2. Psychometric theory
3. Interview and assessment techniques

1. Interviewing
ii. Intelligence assessment
iii. Personality assessment

4. Intervention techniques

1. Counseling and psychotherapy
ii. Behavior therapy/modification
iii. Consultation

5. Professional ethics

Neurosciences and basic human and ani-
mal neuropsychology

©

1. Basic neurosciences
2. Advanced physiological psychology
and pharmacology

3. Neuropsychology of perceptual, cogni-
tive, and executive processes

4. Research design and research practi-
cum in neuropsychology

(D) Specific clinical neuropsychological training

1. Clinical neurology and neuropathology

2. Specialized neuropsychological assess-
ment techniques

3. Specialized neuropsychological inter-
vention techniques

4. Assessment practicum (children and/or
adults) in university-supervised assess-
ment facility

5. Intervention practicum in university-
supervised intervention facility

6. Clinical neuropsychological internship
of 1800 hours preferably in noncaptive
facility. (As per INS-Div. 40 Task Force
guidelines). Ordinarily this internship
will be completed in a single year, but
in exceptional circumstance may be
completed in a 2-year period.

(E) Doctoral dissertation

It is recognized that the completion of a
Ph.D. in clinical neuropsychology prepares the
person to begin work as a clinical neuropsychol-
ogist. In most jurisdictions, an additional year of
supervised clinical practice will be required in
order to qualify for licensure. Furthermore,
training at the postdoctoral level to increase
both general and subspecialty competencies is
viewed as desirable.

Guidelines for Neuropsychology Internships
in Clinical Neuropsychology

The following report summarizes the recom-
mendations of the subcommittee on internships
of the INS-Division 40 Task Force. The report
was prepared by Linus Bieliauskas and Thomas
Boll.

At the outset, it is recognized that the
internship program is designed primarily for stu-
dents with degrees in clinical psychology. Such
internship programs are those accredited by the
American Psychological Association and or
those listed in the Directory of the Association
of Psychology Internship Centers.

Entry into a psychology internship program
is a minimum qualification in a neuropsychology
internship. Such entry must be based on
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completion of at least 2 years in a recognized
psychology Ph.D. graduate training program in
an area of health services delivery (e.g., clinical,
clinical neuropsychology, counseling, or school
psy-chology). Alternately, entry into a psychol-
ogy internship program must be based on com-
pletion of a “retreading” program designed to
meet equivalent criteria as a health services deliv-
ery program per se. Within the training pro-
grams described above, the student must also
have completed a designated track, specializa-
tion, or concentration in neuropsychology.

There are generally two models for psychol-
ogy internship training: (1) generic clinical psychol-
ogy, and (2) specialty in clinical neuropsychology.
The former does not concern us here since such
training is not geared toward producing specialized
experience or qualification. The latter type of
internship program, when designed to provide spe-
cialized training in neuropsychology, is what con-
stitutes a clinical neuropsychology internship.

A clinical neuropsychology Internship must
devote at least 50% of a 1-year full-time training
experience to neuropsychology. In addition, at
least 20% of the training experience must be
devoted to general clinical training to assure a
competent background in clinical psychology.
Such an internship should be associated with a
hospital setting which has neurological and/or
neurosurgical services to offer to the training
background. Such an internship should not be
associated only with a strictly psychiatric setting.

Experiences to Be Provided

The experiences to be provided to the intern
in clinical neuropsychology should conform to
the descriptions of professional activities in the
Report of the Task Force on Education, Accred-
itation, and Credentialing of the International
Neuropsychological Society and the American
Psychological Association (1981). Necessary
training should be provided in both a didactic
and experiential format. Supervisors in such an
internship should be board-certified clinical
neuropsychologists.

Didactic Training.

Training in neurological diagnosis.
Training in consultation to neurological
and neurosurgical services.

w >

C. Training in direct consultation to psychia-
tric, pediatric, or general medical services.

D. Exposure to methods and practices of neu-
rological and neurosurgical consultation
(grand rounds, bed rounds, seminars, etc.).

E. Training in neuropsychological techni-
ques, examination, interpretation of tests
results, report writing.
Training in consultation to patients and
referral sources.

G. Training in methods of intervention speci-
fic to clinical neuropsychology.

Experiential Training.

A. Neuropsychological examination and eva-
luation of patients with actual and sus-
pected neurological diseases and disorders.

B. Neuropsychological examination and eva-
luation of patients with psychiatric disor-
ders and/or pediatric or general medical
patients with neurobehavioral disorders.

C. Participation in clinical activities with neu-
rologists and neurosurgeons (bed rounds,
grand rounds, etc.).

D. Direct consultation to patients involving
neuropsychological issues.

Consultation to referral and treating pro-
fessions.

Exit Criteria

At the end of the internship year, the intern
in clinical neuropsychology should be able to
undertake consultation to patients and profes-
sionals on an independent basis and meet
minimal qualifications for competent practice
of clinical neuropsychology as defined in
Section B, Neuropsychological roles and func-
tions of the Report of the Task Force (1981).

Guidelines for Postdoctoral Training in Clinical
Neuropsychology

Postdoctoral training, as described herein, is
designed to provide clinical training to produce
an advanced level of competence in the specialty
of clinical neuropsychology. It is recognized that
clinical neuropsychology is a scientifically based
and evolving discipline and that such training
should also provide a significant research compo-
nent. Thus, this report is concerned with postdoc-
toral training in clinical neuropsychology that is
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specifically geared toward producing indepen-
dent practitioner level competence which
includes both necessary clinical and research
skills. This report does not address training in
neuropsychology which is focused solely on
research.

Entry Criteria

Entry into a clinical neuropsychology post-
doctoral training program ordinarily should be
based on completion of a regionally accredited
Ph.D. graduate training program in one of the
health service delivery areas of psychology or a
Ph.D. in psychology with additional completion
of'a “respecialization” program designed to meet
equivalent criteria as a health services delivery
program in psychology. In all cases, candidacy
for postdoctoral training in clinical neuropsy-
chology must be based on demonstration of
training and research methodology designed to
meet equivalent criteria as a health services deliv-
ery professional in the scientist-practitioner
model. Ordinarily, a clinical internship, listed
by the Association of Psychology Internship
Centers, must also have been completed.

General Considerations

A postdoctoral training program in clinical
neuropsychology should be directed by a board-
certified clinical neuropsychologist. In most cases,
the program should extend over at least a 2-year
period. The only exception would be for individuals
who have completed a specific clinical neuropsychol-
ogy specialization in their graduate programs and/
or a clinical neuropsychology internship (Sub-
committee Report of the Task Force, 1984) pro-
vided the exit criteria are met (see below). As a
general guideline, the postdoctoral training pro-
gram should provide at least 50% time in clinical
service and at least 25% time in clinical research.
Variance within these guidelines should be tai-
lored to the needs of the individual. Specific
training in neuropsychology must be provided,
including any areas where the individual is
deemed to be deficient (testing, consultation,
intervention, neurosciences, neurology, etc.).

Specific Considerations

Such a postdoctoral training program
should be associated with hospital settings

which have neurological and/or neurosurgical
services to offer to the training background.
Necessary training should be provided in both
a didactic and experiential format and should
include the following:

Didactic Training.

Training in neurological and psychiatric

diagnosis.

Training in consultation to neurological

and neurosurgical services.

Training in direct consultation to psychia-

tric, pediatric, or general medical services.

Exposure to methods and practices of neu-

rological and neurosurgical consultation

(grand rounds, bed rounds, seminars, etc.).

E. Observation of neurosurgical procedures
and biomedical tests (revascularization
procedures, cerebral blood flow, Wada
testing, etc.).

F. Participation in seminars offered to neurol-
ogy and neurosurgery residents (neuro-
pharmacology, EEG, brain cutting, etc.).

G. Training in neuropsychological techniques,
examination, interpretation of test results,
report writing.

H. Training in consultation to patients and
referral sources.

I. Training in methods of intervention speci-
fic to clinical neuropsychology.

J. Seminars, readings, etc., in neuropsychol-
ogy (case conferences, journal discussion,
topic-specific seminars).

K. Didactic training in neuroanatomy, neuro-

pathology, and related neurosciences.

S o w »

Experiential Training.

A. Neuropsychological examination and eva-
luation of patients with actual and sus-
pected neurological diseases and disorders.

B. Neuropsychological examination and eva-
luation of patients with psychiatric disor-
ders and/or pediatric or general medical
patients with neurobehavioral disorders.

C. Participation in clinical activities with neu-
rologists and neurosurgeons (bed rounds,
grand rounds, etc.).

D. Experience at a specialty clinic, such as a
dementia clinic or epilepsy clinic, which
emphasizes multidisciplinary approaches
to diagnosis and treatment.
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E. Direct consultation to patients involving
neuropsychological assessment.

F. Direct intervention with patients, specific to
neuropsychological issues, and to include
psychotherapy and/or family therapy where
indicated.

G. Research in neuropsychology, i.e., collabora-
tion on a research project or other scholarly
academic activity, initiation of an indepen-
dent research project or other scholarly aca-
demic activity and presentation or publication
of research data where appropriate.

Exit Criteria

At the conclusion of the postdoctoral train-
ing program, the individual should be able to
undertake consultation to patients and profes-
sionals on an independent basis. Accomplish-
ment in research should also be demonstrated.
The program is designed to produce a competent
practitioner in the areas designated in Section B
of the Task Force Report (1981) and to provide
eligibility for external credentialing and licen-
sure as designated in Section D of the Task
Force Report (1981). The latter also includes
training eligibility for certification in clinical
neuropsychology by the American Board of Pro-
fessional Psychology.

Additional Sources

Meyer, M. J. (1981). Report of the task
force on education, accreditation, and creden-
tialing of the international neuropsychological
society. The INS Bulletin, September, pp. 5-10.
Report of the Task Force on Education. Accred-
itation, and Credentialing. The INS Bulletin,
pp. 5-10. Newsletter 40, 1984, 2, 3-8.

Report of the Subcommittee on Psychology
Internships. Newsletter 40, 1984. 2, 7. The INS
Bulletin. 1984. p. 33. APIC Newsletter. 1983, 9,
27-28.
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Development of the Child’s Brain

and Behavior

BRYAN KOLB anp BRYAN D. FANTIE

Introduction

Perhaps the central issue in neuropsychology
over the past 100 years has been the question of
how psychological functions are represented in
the brain. At the turn of the century, the debate
was largely whether or not functions were actu-
ally localized in the cortex. Although today this
is no longer a subject of major discussion, the
general problem of determining what is localized
in the cortex remains. One way to examine this
issue is to look at the way function and structure
emerge in the developing child.

As we look historically at the consideration
of structure—function relationships in develop-
ment, we are struck by the reluctance of
researchers to engage in such analyses. Indeed,
although Freud and Piaget were trained in biol-
ogy, both carefully avoided inclusion of brain
development in their theories of psychological
development. It is likely that one major impedi-
ment to such theorists was an absence of biolo-
gical data about developmental neuroscience
(Segalowitz & Rose-Krasnor, 1992).

The development of structure—function
relationships can be examined in three basic
ways. First, we can look at the structural

BRYAN KOLB e« Department of Psychology, University

development of the nervous system and correlate
it with the emergence of specific behaviors. Initi-
ally this approach seems ideal, as the develop-
ment of both the nervous system and behavior is
orderly and consistent across individuals.
Unfortunately, it is not as simple as it appears.

The nervous system matures in a relatively
unremitting way, unfolding to the dictates of
time. Behavioral change, on the other hand, is
often more highly dependent on environmental
factors. Thus, the degree of damage caused by
sensory deprivation is largely determined by
when it occurs during an animal’s life (Hubel &
Wiesel, 1970). In contrast, whether or not some-
one can ice-skate will be more easily predicted
when one knows if the person was raised in
Canada or Brazil. In addition, age-related neural
changes are seldom immediately observable in
vivo so it is extraordinarily difficult to correlate
structural and functional variables directly.
Furthermore, hypotheses regarding brain
devel pment are hard to verify, especially
because the human nervous system cannot be
manipulated during development. Nevertheless,
despite these impediments, this approach is still
possible.

The second way to examine morphological
and psychological development is to scrutinize
behavior and then make inferences about neural
maturation. For example, we might study the
emergence of distinct cognitive stages carefully,

of  Lethbridge, Lethbridge, Alberta  T1K3M4, K 8

Canada. BRYAN D. FANTIE o Department of as Plaget (1952) and his followers have done,
Psychology, American University, Washington, DC and then predict what alterations must have
20016-8062, . occurred in the nervous system to account for
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the behavioral change. This approach has not
been widely used, largely because psychologists
most interested in human development have not
been very interested in brain function and many
behaviors considered important to child devel-
opment may not be related directly to neural
growth. Nevertheless, this approach is promis-
ing and has been pursued actively by Gibson
(1977).

There is a tendency to emphasize school-
related skills as the most important for study in
child neuropsychology. This is not surprising,
given the lasting impact that educational success
can have on one’s entire life, professionally,
socially, and, in terms of confidence and self-
esteem, personally. In modern Western
industrialized countries, the vast majority of a
child’s waking time is spent in school. Because of
the sequential and cumulative nature of most of
this type of learning, any impediment can result
in a child being left with a widening academic
gap between themselves and peers, a gap which,
in the age of social promotion, can easily become
insurmountable. Many types of childhood learn-
ing disabilities are likely related to abnormalities
in neural development although this may not
always be the case. We must remember that the
human brain did not evolve in a classroom. In
fact, the neural underpinnings of some learning
disabilities may not actually be abnormal in any-
thing other than the statistical sense of the term,
and do not represent a true pathology of any
kind; good news we hope given the large number
of people who seem to receive the “learning dis-
abled” diagnosis.

In light of the fact that, until fairly recently,
only a very small proportion of the population
was literate, it seems clear that reading, unlike
spoken language, could not have been the result
of direct evolutionary pressure on humans as a
species. Therefore, the capacity to read is prob-
ably something akin to what Stephen Jay Gould
and Richard Lewontin (1979) would call a
“spandrel.” Spandrels are traits that, themselves,
“have no adaptive tale to tell, but reflect struc-
tural constraints imposed by an organism’s
development or by its quirky evolutionary
history,” (Dennett, 1995). So humans having
the capacity to learn to read most likely came
about as a sort of by-product of having devel-
oped other cognitive abilities. Therefore,
although differences in the facility in learning
to read might often be the direct result of the

type and configuration of the neural structures
one has, these differences may be the result of the
normal variance in neuroanatomy that would
not have any noticeable effect if one lived in a
time or place where reading had not the preemi-
nence as it does in our culture.

Albeit, reading is a very important func-
tion, especially for children, and it is essential
that clinical neuropsychologists who work with
children consider how variance across cognitive
domains will affect how a child will fare in
school. For the purpose of understanding how
developmental neural changes underlie cogni-
tive development, however, it might be better to
look at more basic, elemental processes that
likely map more closely on the functional
neural architecture Thus, the basic functions
that are related to neural development may
not be found easily by studying scholastic beha-
viors such as reading. Rather, the neural
mechanisms underlying reading ability may
best be understood by examining fundamental
visuospatial or visuomotor skills, which serve
as components of higher-level, more complex
cognitive behaviors such as reading.

The third way to study neural structure—
function relationships is to relate brain malfunc-
tion to behavioral disorders. This method, which
is prevalent in research dealing with adults, is
difficult to apply to the developing brain. The
major problem is that the function of a specific
neural area may change over time. For instance,
Goldman (1974) found that although juvenile
rhesus monkeys that had sustained frontal cor-
tex lesions in infancy could solve tasks sensitive
to frontal lobe damage in adults, they subse-
quently lost this ability as they matured. This
result can be interpreted as showing that some
other structure, probably the striatum, initially
controlled the behaviors necessary for the suc-
cessful performance of the tasks. Through the
natural course of development, this function is
eventually transferred to the frontal cortex as
the original structure takes some other role in
the production of behavior. Because, in this case,
the frontal cortex was damaged, it was unable to
assume the function when required and the task
could not be fulfilled. Therefore, because the
association of functions and brain sites that is
applicable at one age may be inappropriate at
other ages, there is not just one form of the
immature brain.
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The plasticity of the immature brain poses
another problem to inferring structure—function
relations from malfunction in the developing
nervous system. Brain damage occurring in
infants may produce very different behavioral
effects than in adults because early injury has
also altered fundamental brain organization.
The trauma does not affect the function of only
the brain areas that are damaged directly. It also
disrupts other neuroanatomical sites and circui-
try appearing later, the subsequent normal
development of which was dependent upon the
intact structure and function of the regions
damaged.

For example, Rasmussen and Milner (1977)
showed that if neonatal speech zones, usually
found in the left cerebral hemisphere, are
damaged, language may develop in the right
cerebral hemisphere. Similar damage at 5 years
of age may cause the speech zones to move
within the left hemisphere. In both cases, lan-
guage would then occupy space normally serving
other functions. The chronic behavioral loss
would manifest itself in some other cognitive
function, such as spatial orientation, even
though the damage can be shown to have been
in the cortical site that normally subserves lan-
guage functions. Identical lesions could result in
very different deficits depending on the age at
which the damage occurred. Such effects do not
occur in the adult.

We point out the pitfalls in developmental
neuropsychology not to discourage the study of
the child’s brain, but to caution that what fol-
lows in this chapter must be considered in light
of these problems. We shall summarize research
on neocortical development using each of the
three approaches outlined above. We begin by
considering the anatomical development of the
cerebral cortex. We then consider functional
development and try to draw correlations
between the emergence of particular behaviors
and neural development. Finally, we examine
factors affecting brain development.

Anatomical Development of the Child’s Brain

The process of brain growth can be under-
stood by considering the composition of the ner-
vous system. The cortex is a laminated structure
of approximately six layers made up of neurons
and glial cells. Some glial cells in the brain, called

oligodendrocytes, insulate certain portions of
many neurons by wrapping around them.
Other glial cells, mainly astrocytes and micro-
cytes, are thought to perform basic maintenance
and support functions for neighboring neurons.
Neurons receive input from other neurons across
tiny spaces known as synaptic gaps through pro-
cesses called dendrites while sending output to
other neurons via processes called axons. Corti-
cal neurons exchange information with other
cortical neurons as well as with neurons located
in subcortical structures. Additionally, the many
projections each neuron usually receives from
other neurons often use different chemical sub-
stances to transmit information. Basically, these
chemicals excite or inhibit the activity of the
target cell, and it is the net total of these influ-
ences that determines whether or not the neuron
fires. The successful development of the brain
into a properly functioning, integrated organ
requires that each component first be formed
and then be correctly interrelated with the
others.

The development of the different compo-
nents of the nervous system can be categorized
into distinct phases, illustrated in Figure 1.
These include (1) the birth of neurons (neurogen-
esis), (2) the migration of neurons to their correct
location, (3) the differentiation of neurons into
different types and their subsequent maturation
of connections, and (4) the pruning back of con-
nections and cells themselves. Each of these
stages is dependent on the production of specific
molecules that act to facilitate the respective
process. These molecules include various growth
factors, hormones, and specific proteins that act
as a sort of traffic signal for cells or their pro-
cesses to follow. We will consider the develop-
ment processes in turn.

Neural Generation

The human brain follows a general pattern
of development, beginning as a neural tube and
gradually acquiring the features of the adult
brain (illustrated in Figure 2), that is typical of
all mammals. The basic neural tube surrounds a
single ventricle where cells are generated along
the ventricular wall and then migrate out to their
proper location. In humans, approximately
10° cells are required to eventually form the
mature neocortex of a single cerebral hemisphere
(Rakic, 1975). During development, the cortex
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FIGURE 1. Stages of brain development.

is composed of four embryonic regions:

the ventricular, marginal, intermediate, and sub-
ventrical zones (as illustrated in Figure 3). These
zones are transient features uniquely related to
early development for each either disappears or
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™ B B G
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5 months

becomes transformed so that they are no longer
identifiable in the adult nervous system.
Sidman and Rakic (1973) combined the
extensive studies of Poliakov (1949, 1961, 1965)
with their own observations to produce a

FIGURE 2. Prenatal development of the human brain showing a series of embryonic and fetal stages. (Adapted from Cowan,

1979.)
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summary of the timing and phases of cortical
development in humans. There is some disagree-
ment over how long cells destined for the cortex
divide and migrate in the human, but most cor-
tical cell proliferation appears to be complete by
the middle of gestation, although, at this stage,
the cortex by no means appears like that of an
adult. Cell migration may still proceed for some
months after this time, possibly continuing

postnatally, and the cortical lamination con-
tinues to develop and differentiate until after
birth.

One curious feature of cortical development
is that it progresses in an “inside-out” progres-
sion. Neurons destined to form layer VI form
first, followed in sequence by layers V to II.
Marin-Padilla (1970, 1988) studied the sequen-
tial lamination of the human motor cortex in
ontogenesis and found that by the fifth embryo-
nic month, cortical layers V and VI are visible,
although not yet completely mature. Over the
ensuing months, the remaining layers develop
(as summarized in Table 1). Thus, we see that
successive waves of neurons pass earlier-arriving
neurons to assume progressively more superfi-
cial positions. A second curious feature of brain
development is that the cortex overproduces
neurons, which are later lost through normal
cell death. Layer IV in the motor cortex is a
particularly clear example of this because cells
that are visible there in the seventh month and at
birth later degenerate, leaving an agranular
layer.

As might be predicted, the precise timing of
the development and migration of cells to differ-
ent cytoarchitectonic regions varies with the par-
ticular area in question. For example, Rakic
(1976) showed that while the ventricular zone is
producing layer IV cells for area 17, the neigh-
boring ventricular zone is generating layer III
cells that will migrate to area 18. Thus, at any
given moment during cortical ontogenesis, cells
migrating from the ventricular zone are destined
for different regions and layers of the cortex.
One implication of this phenomenon is that

TABLE 1. Sequential Lamination of the Human Motor Cortex in Ontogenesis™”

Cortical layers

111

Case 1 11 Upper Lower v A% VI
S-month fetus ++ 0 0 0 0 + +
7-month fetus +4+—+++ + +—++ + +4 4+
7Ys-month fetus e e ++ ++—+++ +++ +++
Newborn infant FH++ +H+ ++++ ++H++ +HH+
2Y:-month-old infant ++++ +++ ++++ ++++ Very thin +++ 44+
8-month-old infant ++++ +++ ++++ ++++ Agranular +4+++ ++++

“ From Marin-Padilla (1970)

b Key: 0, unrecognizable; +, immature; ++, developing; +-++, established; ++-+, fully developed.



24 CHAPTER 2

events that might affect the fetus during cortical
development, like the presence of a toxic agent
such as heavy metals, will affect different
cytoarchitectonic zones differently. For exam-
ple, prenatal exposure to methylmercury can
produce dendritic spine dysgenesis in the pyra-
midal neurons of the somatosensory cortex of
rats (Stoltenburg-Didinger & Markwort, 1990).
Furthermore, because specific populations of
cells are migrating at different times to any
given cortical laminae, it implies that toxic
agents, or other environmental events, could
perturb the development of a specific population
of cells to a particular cytoarchitectonic area.

Finally, we must mention that there has
been recent controversy over the presence of
neurogenesis in the adult brain. There is agree-
ment that neurogenesis continues in the hippo-
campus and olfactory bulb, but although
neurogenesis has been reported in the neocortex,
striatum, amygdala, and substantia nigra, the
latter findings have been difficult to replicate
consistently in the undamaged brain (for a
review, see Gould, 2007).

Cell Migration

Because cortical cells are born distal to the
cortical plate and must migrate there, one can
ask how this occurs, particularly as cells travel-
ing to the outer layers must traverse the cells
and fibers of the inner layers. In a series of
elegant studies, Rakic (1972, 1975, 1981, 1984)
showed that neurons migrate to the appropriate
laminae within the cortex along specialized fila-
ments, known as radial glial fibers, which span
the fetal cerebral wall at early ages. These radial
glial cells originate in the ventricular zone and
extend outward to the cortical plate. As the
cortex develops, thickens, and sulci begin to
appear, the radial glial fibers stretch and
curve, guiding the migrating neurons to their
correct location (see Figure 3). Interestingly,
prenatal exposure to gamma radiation or alco-
hol during particular windows of vulnerability
can either halt migration prematurely, or pro-
long it abnormally, respectively (Hicks,
Damato, & Lowe 1959; Miller, 1986), thus
causing an extensive disruption of brain func-
tion and structure by interfering with a single
developmental process.

Axonal Development

As cells migrate along the radial glial fibers,
they begin to develop axons that run to subcor-
tical areas, other cortical areas, or across the
midline as commissural fibers. The rate of axon
development is extremely rapid, apparently on
the order of 1 mm/day. In addition to axons of
cortical cells growing out, axons from the thala-
mus enter the cortex after the principal cortical
target cells complete their migrations and
assume the appropriate positions within the
developing cortical plate (Rakic, 1976).

Dendritic Development

Two processes occur during development of
the dendrite: dendritic arborization and spine
growth. The dendrites begin as individual pro-
cesses protruding from the cell body. Later, they
develop increasingly complex extensions, look-
ing much like the branches of trees in winter.
Spines are little appendages, resembling thorns
on a rose stem that begin to appear in the seventh
intrauterine month (Poliakov, 1961). Before
birth, they are observed only on the biggest neu-
rons (mainly those found in layer V). After birth,
they can also be found on other neurons where
they spread and densely cover the dendritic sur-
face. Although dendritic development begins
prenatally in the human, it continues for a long
time postnatally. In laboratory animals, the
development of both dendritic branches and
spines has been shown to be influenced
dramatically by environmental stimulation
(Greenough, 1976), a phenomenon that is prob-
ably very important in relation to the human
child’s development. In addition, it is now clear
that dendritic development is also affected by
gonadal hormones, leading to the development
of a male or female cerebral structure (Juraska,
1990). The influence of gonadal hormones is not
limited to birth but continues into adulthood
and may play an important role in the processes
related to aging (Stewart & Kolb, 1994). In con-
trast to the development of axons, dendritic
growth usually commences after the cell reaches
its final position in the cortex and proceeds at a
relatively slow rate, on the order of micrometers
per day. The disparate developmental rates of
axons and dendrite are important because the
faster-growing axon can contact its target cell
before the dendritic processes of that cell are
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FIGURE 4. Postnatal development of human cerebral cortex around Broca’s area as taken from camera lucida drawings of

Golgi-Cox preparations (from Conel, 1939-1967)

elaborated, suggesting that the axon may play a
role in dendritic differentiation (Berry, 1982).
The morphological changes associated with den-
dritic growth in the frontal cortex are illustrated
in Figure 4.

Synaptic Development

The mechanism that controls synapse for-
mation is one of the major mysteries of develop-
mental neurobiology, largely because synapses
are perceptible only by electron microscopy,
which does not allow direct observation of their
sequence of development in living tissue. The
onset of synaptogenesis is abrupt, and the
appearance of synapses in any particular area is
remarkably rapid although neurons may be jux-
taposed for days before they actually make
synaptic connections. Synapses usually form
between the axon of one neuron and the den-
drites, cell body, axons, or established synapses
of other cells. Because synaptogenesis begins
before neurogenesis is complete, neurons
migrating to the superficial layers of the cortex
must bypass cortical neurons on which synapses
have already formed or are in the process of
forming.

Although little is known about the details of
synaptic development in humans, Bourgeois
(2001) outlined five distinct phases of synapse
formation in the cerebral cortex of primates, as
illustrated in Figure 5 for the macaque. The first
two phases take place in early embryonic life and

are characterized by the generation of low-
density synapses. The synapses formed in phases
1 and 2 differ in their origin, but both groups are
believed to be generated independently of
experience.

The number of synapses grows rapidly in
phase 3, with the peak in the macaque at about
40,000 synapses per second. This phase begins
before birth and continues until nearly 2 years of
age in humans. Phase 4 is characterized by an
initial plateau in synapse number followed by a
rapid eclimination of synapses that continues
through puberty. Phase 5 is characterized by
another plateau in synapse number through
middle age followed by a drop in senescence.

The first developmental period of synapse
reduction is dramatic, falling to 50% of the num-
ber present at age 2. And just as synapses can be
formed very rapidly during development, they
may be lost at a rate of as many as 100,000 per
second in adolescence. It should not surprise us
that teenagers are so moody when their brains
are undergoing such rapid changes in
organization.

In phases 3 and 4, the development (and
elimination) of synapses is influenced by
experience-expectant and experience-dependent
mechanisms. Experience-expectant means that
the synaptic development depends on the pre-
sence of certain sensory experiences. For exam-
ple, in the visual cortex, the synapses depend on
exposure to features such as line orientation,
color, and movement. The general pattern of



26 CHAPTER 2

{A) Monkey visual cortex

wr
&
(=5
w©
=
=
w
B
=
B
=
ar
(=1}
Phases: (1) (2 ©) 4) 5)

I 1 1 1

5 £ £ £

= £ =] s

=8 o = "]

= =

8 g

Mz | =

wi

s

cP =

n 3

3

SP VI

w

74 Vs

VI 8

-

—_— —y—— e

Experience Experience expectant Experience
independent andfor dependent dependent

(B) Human cortex

8 Striate ~
E cortex
= Prefrontal
‘s cortex
=
vy
| =
@
==
) O)
I 1 1 1
5 £ £ £
] =
g o S S
g [T
o
L ]

FIGURE 5. (A) Phases of synapse formation and pruning. Five different phases of synaptogenesis are identified between
conception and death. The shading in the vertical bars indicates the areas of synapse formation during each phase. (B) Changes
in the relative density of synapses in the visual cortex and prefrontal cortex as a function of days after conception. (After

Bourgeois, 2001; Huttenlocher, 1984, 1990)

these synapses is presumed to be common to all
members of a species—provided the individual
members receive the appropriate experience.
Experience-dependent refers to the generation
of synapses that are unique to the individual.
For example, in the visual system, these synapses
can correspond to the learning of specific visual
information such as the features of a particular
face.

It is interesting that the synaptic density of
infants appears to exceed that of adults, for it has
generally been assumed that a larger number, or
a greater density, of synapses implies a higher
functional capacity. Evidence of decreasing
synaptic density coincident with increasing cog-
nitive skill is thus intriguing, especially because
high numbers of synapses have been found in
certain cases of mental retardation (Cragg,
1975). It is not surprising that intellectual ability
cannot be predicted merely by its relation to the
quantity of some anatomical feature, such as

synapses, and it is almost certain that the process
involved in reducing synaptic density often
represents some sort of qualitative refinement.

Glial Development

The differentiation and growth of neurons,
which are generally produced before their
associated glia, appear to play some role in sti-
mulating the growth and proliferation of glial
cells, but the mechanisms are unknown
(Jacobsen, 1978). In contrast to neurons, which
only relatively recently have been shown to con-
tinue to be born in very restricted brain areas,
glial cells continue to proliferate throughout life.

Myelin Development

Myelination is the process by which the glial
cells of the nervous system begin to surround
axons and provide them with insulation.
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Although nerves can become functional before
they are myelinated, many researchers in the
1920s and 1930s assumed that neurons only
reach adult functional levels after myelination
is complete (Flechsig, 1920). This notion now
appears to be an oversimplification but is, none-
theless, useful as a rough index of cerebral
maturation. In contrast to other aspects of cor-
tical development, myelin appears late, at a time
when cellular proliferation and migration are
virtually complete. The primary sensory and
motor areas begin to myelinate just before
term, whereas the frontal and parietal associa-
tion areas, the last to myelinate, begin postna-
tally and continue until about age 15 years or,
sometimes, even later. Because different regions
of the cortex myelinate at different times, and
myelination begins in the lower layers of each
cortical area and gradually spreads upward, the
upper layers of the motor and primary sensory
areas are myelinating at the same time that the
lower areas of some association areas are just
beginning to myelinate.

Neurochemical Development

Chemical neurotransmitters serve as the
primary means of interneuronal communica-
tion, yet virtually nothing is known about the
neurochemical development of the human cor-
tex. Although there are numerous studies of
neurotransmitter development in the rat, knowl-
edge about the relationships among transmitters
in the adult neocortex is still limited, and the
most completely described neurochemical sys-
tems make only a modest contribution to the
overall synaptic activity of the neocortex (see
Table 2). There are, however, some developmen-
tal studies using nonhuman primates that are
worth reviewing as the human brain is likely to
be similar (see also Parnavelas, Papadopoulos, &
Cavanagh, 1988).

Goldman-Rakic and Brown (1981, 1982)
investigated the regional distribution of catecho-
lamines in rhesus monkeys ranging in age from
newborns to young adults. Their overall findings
were that although monoaminergic systems are
present in the cortex at birth, these networks
continue to develop for years. Catecholamine
development varies greatly between different
cortical regions, and the most striking postnatal
increases in content were observed in the frontal
and parietal association areas. Perhaps most

TABLE 2. Neocortical Neurotransmitters”

Transmitter type Cell location
Afferents
Norepinephrine Locus coeruleus
Dopamine Substantia nigra A10
Serotonin Raphe
Acetylcholine Globus pallidus
magnocellular
Intrinsic
GABA Aspinous stellate (all
layers)
Neuropeptides (somatostatin,  Aspinous bipolar
neuropeptide Y, vasoactive stellates
intestinal polypeptide,
cholecystokinin)
Efferents
Glutamate Pyramidal cells (layer

V corticostriatal)

“After Coyle (1982).

interesting was their observation that catechola-
mine development (especially that of the mono-
amines) parallels functional development in the
prefrontal cortex over the first 2-3 years of life.
These data support the suggestion that catecho-
lamines may play an important role in the devel-
opment of functional activity in the frontal
cortex and likely affect the morphological devel-
opment of various neuronal processes such as
dendritic fields.

Postnatal Brain Development

After birth, the brain does not grow uni-
formly but rather tends to increase its mass dur-
ing irregular periods commonly called growth
spurts. In his analysis of brain/body weight
ratios, Epstein (1978, 1979) found consistent
spurts in brain growth at 3—10 months, account-
ing for an increase of 30% in brain weight by the
age of 1 years, as well as between ages 2 and 4,
6 and 8, 10 and 12, and 14 and 16+ years. The
increments in brain weight were about 5-10%
over each 2-year period. This expansion takes
place without a concurrent increase in neuronal
proliferation and is unlikely to be accounted for
by increases in the number of glial cells. Rather,
it most likely results from the growth of dendritic
processes and myelination. Such an increase
in cortical complexity would be expected to
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correlate with increased complexity in beha-
vioral functions, and it could be predicted that
there would be significant, and perhaps qualita-
tive, changes in cognitive function during each
growth spurt. It may be significant that the first
four brain growth stages coincide with the clas-
sically given ages of onset of the four main stages
of intelligence development described by Piaget.
We return to this later.

Cell Death

One of the most intriguing stages in brain
development is cell death. Consider the follow-
ing analogy. If one wanted to make a statue, it
would be possible to do so either by starting with
grains of sand and glueing them together to form
the desired shape or by starting with a block of
stone and chiseling the unwanted pieces away.
The brain uses both the procedures but relies
mainly on the latter to achieve the “final” form.
We have already described how the brain creates
the block to be sculpted, by generating an over-
abundance of neurons and connections. The
“chisel” in the brain could be of several forms
including genetic signal, environmental stimula-
tion, gonadal hormones, stress, and so on. Simi-
larly, the same processes are likely to affect the
development of dendrites, axons, and synapses.
Cell death does not end in infancy but continues
well into adulthood (Bartzokis Beckson, Po,
Nuechterlein, & Mintz, 2001). The possibility
that environmental events may alter the brain
by influencing cell death is intriguing because it
implies a permanence to at least some effects of
early experience.

One example of the effect of environmental
stimulation on brain development comes from
the work of Werker and Tees (1992). They stu-
died the ability of infants to discriminate pho-
nemes taken from widely disparate languages
such as English, Hindi, and Salish. Their results
showed that infants can discriminate speech
sounds of different languages without previous
experience, but there is a decline in this ability,
over the first year of life, as a function of specific
language experience. One might speculate that
neurons in the auditory system that are not sti-
mulated early in life may somehow be selected
against and die, although there are other
explanations.

Not only is there cell death during develop-
ment but there is also a process of pruning

| Retarded
child

- Normal
/= child

FIGURE 6. Camera lucida representations of Golgi pre-
parations showing typical dendritic segments of medium-
sized pyramidal neurons. Left: Example of apical segment
from a normal 7-year-old child (accident case). Right:
Example of apical segment from a 12-year-old profoundly
retarded child. (After Purpura, 1974.)

synapses, as mentioned earlier. Recall that
there is synapse elimination in the frontal lobe
until adolescence (Figure 6). Thus, it seems likely
that just as the nervous system uses the block-
and-chisel method for choosing neurons, a simi-
lar process is used for selecting neuronal connec-
tions. The difference, however, is that it seems
reasonable to expect that the brain could replace
pruned connections later in life whereas the
replacement of lost neurons is much less likely.

Imaging Studies of Brain Development

MRI and fMRI techniques are revolutio-
nizing the study of human brain development.
Early studies of gray-matter volumes showed
that whereas a decline in gray-matter volume
beginning around 6-7 years of age continues
through adolescence, white matter volumes
increase over the same time frame.

Gogtay et al. (2004) quantified the changes
in gray-matter density at specific cortical points
by using serial MRI scans of children followed
over a 10-year period. The general finding was a
shifting pattern of gray-matter loss, which pre-
sumably reflects neuron and synaptic pruning,
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beginning in the dorsal parietal and sensorimo-
tor regions and spreading laterally, caudally,
and rostrally. The first regions to mature are
primary cortical regions involved in basic sen-
sory and motor functions. Parietal regions
involved in space and language mature around
puberty (age 11-13 years). Tertiary cortical areas
such as the prefrontal cortex begin to mature last
in late adolescence and continue well beyond.

Cortical Function at Birth

The extreme paucity of behavioral skill in
the newborn leads to the notion that, shortly
after birth, the cortex has not yet begun to func-
tion. Thus, the cortically injured infant was once
thought to be indistinguishable from the normal
child at birth (Peiper, 1963). Several lines of
evidence suggest that the cortex is indeed func-
tioning, although not like the adult brain. It is
now known that cortically hemiplegic infants
can be distinguished from normal babies on the
basis of muscle tone (Gibson, 1977) and corti-
cally damaged infants may also have abnormal
sleep—waking cycles and abnormal cries
(Robinson, 1966). There are also several mea-
sures of electrical activity that imply cortical
activity is present at birth. EEG activity can be
recorded from the fetal brain (Bergstrom, 1969),
and epileptic seizures of cortical origin can occur
in the neonate (Caveness, 1969). Perhaps the
most compelling evidence of early cortical activ-
ity comes from the extensive work of Purpura
(Purpura, 1976, 1982). In his study of cortical
activity in premature human infants, Purpura
took advantage of the fact that between 26 and
34 weeks of gestation, cortical pyramidal cells in
primary visual cortex undergo significant
growth and branching. These changes are asso-
ciated with corresponding maturational changes
in the electrophysiological characteristics of the
visual evoked potentials (VEPs) in preterm
infants. Although, even at birth, the VEPs are
not identical to those of adults, they are present
and indicate that at least primary visual cortex is
functioning in some capacity.

Chugani and Phelps (1986) studied glucose
utilization in the brain of infants using positron
emission tomography. Their results showed that
in infants 5 weeks of age or younger, glucose
utilization, which can be taken as a crude mea-
sure of neural activity, was highest in the sensor-
imotor cortex, a result that is in accordance with

anatomical evidence that this is the most mature
cortical region at birth. By 3 months of age,
glucose metabolism had increased in most
other cortical regions, with subsequent increases
in frontal and posterior association cortex
occurring by 8 months. Thus, by about
89 months there is evidence of activity through-
out the cerebral cortex, although it continues to
change in the years to come.

Over the past decade, there has been an
explosion of work on cognitive function in the
developing brain including sensory functions
(especially audition and vision), memory, face
processing, spatial ability, and attention. The
details of this work are beyond this chapter,
but a recent volume summarizes much of this
work (Nelson & Luciana, 2008).

Abnormal Development of the Child’s Brain

We have seen that the anatomical develop-
ment of the child’s brain consists of the prolif-
eration and migration of cells, the growth of
axons and dendrites, synapse formation and
loss, myelin growth, and so on. These processes
begin early in embryonic development and con-
tinue until late adolescence. In view of the com-
plexity of the cortex and its prolonged
development, it is reasonable to expect that nor-
mal cortical development could be disrupted by
any number of events. These include abnormal-
ities in the normal genetic program of neural
growth, the influences of exogenous factors
such as psychoactive drugs (e.g., nicotine,
antidepressants), toxic substances, or brain
trauma, and nutritional or other environmental
circumstances (e.g., maternal stress). We do
not propose to discuss all of these possibilities,
but will confine our discussion to those events
that are most likely to be important to the neu-
ropsychologist, namely abnormal neural differ-
entiation and early brain damage.

Abnormal Neural Structure

In the event that either neurogenesis or
neural migration is abnormal, one would expect
gross abnormalities in cortical development.
Clinically, a variety of conditions are recognized
(Table 3), but little is known about the details of
cell differentiation in these disorders. The major
experimental study of disturbed migration in the
cerebral cortex involves the reeler mouse
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TABLE 3. Types of Abnormal Development

Type

Symptom

Anencephaly
Holoprosencephaly
Lissencephaly
Micropolygyria
Macrogyria
Microencephaly
Porencephaly
Heterotopia

aborted cell migration
Agenesis of the corpus callosum
Cerebellar agenesis

Absence of cerebral hemispheres, diencephalon, and midbrain

Cortex forms as a single undifferentiated hemisphere

The brain fails to form sulci and gyri and corresponds to a 12-week embryo

Gyri are more numerous, smaller, and more poorly developed than normal

Gyri are broader and less numerous than normal

Development of the brain is rudimentary and the person has low-grade intelligence
Symmetrical cavities in the cortex, where cortex and white matter should be

Displaced islands of gray matter appear in the ventricular walls or white matter, caused by

Complete or partial absence of the corpus callosum
Portions of the cerebellum, basal ganglia, or spinal cord are absent or malformed

mutant. Caviness (Caviness, 1982; Caviness &
Rakic, 1978; Caviness & Sidman, 1973) showed
that in this animal the cortex is inverted relative
to that of a normal mouse; the cells generated
first lie nearest to the cortical surface and those
generated last lie deepest. In addition, many of
the pyramidal cells are abnormally oriented, in
some cases with their major dendrites (the apical
dendrites) oriented downward rather than
upward as in the normal mouse. Despite their
aberrant position, the cells develop connections
as they would have had they been normally situ-
ated. Caviness and his colleagues studied the
cortex of humans with various similar abnorm-
alities, finding some of the same aberrant fea-
tures (Caviness & Williams, 1979). Thus, in
lissencephalic cortex, Williams, Ferrante, and
Caviness (1975) found that cells failed to migrate
into the appropriate layers and some cells were
abnormally oriented, much as in the reeler
mouse.

Injury and Brain Development

If the brain is damaged during develop-
ment, it is reasonable to suppose that its
development might be fundamentally altered.
There are few studies of human brains with
early lesions but there is a considerable literature
from work with laboratory animals. In an exten-
sive examination of monkeys with prenatal or
perinatal frontal cortex injuries, Goldman-
Rakic has shown a variety of changes in cortical
development including abnormal gyral forma-
tion and abnormal corticostriatal connections
(Goldman & Galkin, 1978; Goldman-Rakic,

Isseroff, Schwartz, & Bugbee, 1983). Similarly,
Kolb and his colleagues have found abnormal
corticostriatal and subcorticocortical connec-
tions, abnormal myelination, altered cortical
catecholamine distribution, thalamic shrinkage,
reduced gliosis relative to animals with similar
injuries in adulthood, and markedly thinner cor-
tex following early frontal lesions in rats (for a
review, see Kolb, 1995). The thin cortex appears
to result both from a loss in the number of
cortical cells and from a loss in dendritic arbor-
ization. In sum, there is good reason to presume
that early damage to the human brain produces
significant changes in cortical morphology that
extend far beyond the boundaries of the tissue
directly traumatized.

One of the clearest abnormalities in the
developing human brain can be seen in studies
comparing the brains of normal and profoundly
retarded subjects. Golgi studies have shown
abnormally long, thin spines on dendrites of
cortical neurons in retarded children with no
known genetic abnormality (Figure 6). The
degree of abnormality is related to the severity
of retardation. The dendritic abnormalities in
retarded children are strikingly similar to those
seen in rats with cortical injuries around the time
of birth and may reflect similar etiologies.

One of the difficulties in applying the results
of studies of laboratory animals to humans is the
difficulty in equating the developmental age of
the brain in different species. For example, when
rats are born, their brain is very immature rela-
tive to the human brain, which is reflected in the
fact that their eyes and ears are not open,
and not functional. Cats are somewhat older
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developmentally than rats but still are much less
mature than humans. In contrast, at birth rhesus
monkeys are more mature than humans. Thus,
as we try to compare developmental ages we
must not be overly impressed by the “birth
day” but rather we need to focus on the devel-
opmental age of the brain. Looking at rats and
humans, if we compare the state of cortical
development and injury effects, it appears that
newborn humans are roughly equivalent to
10-day-old rats; newborn rats are probably
roughly equivalent to 8-month-old fetuses
(Kolb, 1995). We must note, however, that
other criteria will lead to somewhat different
timetables (Clancy et al., 2007).

Behavioral Correlates of Brain Development

Two types of behavior have been exten-
sively studied and correlated with anatomical
development, namely motor behavior and lan-
guage. We shall consider each separately and
then consider the development of their asymme-
trical representation in the cortex. Finally, we
will discuss the behavior of children on standar-
dized tests typically used by clinical neuropsy-
chologists. We shall not attempt to be exhaustive
in our coverage of each, but rather try to give a
flavor of the findings to date.

Motor Systems

The development of locomotion in human
infants is quite familiar to most of us. Infants
are, at first, unable to move about indepen-
dently, but eventually they learn to crawl and
then to walk. The way in which other motor
patterns develop is less obvious, but one has
been described in an elegant study by Twitchell
(1965) who documented the stages an infant
passes through while acquiring the ability to
reach out with one limb and bring objects
toward itself. Before birth, the fetus’s move-
ments involve essentially the whole body.
Shortly after birth the infant can flex all of the
joints of an arm in such a way that it could scoop
something toward its body, but it is not clear
that this movement is executed independent of
other body movements. Between 1 and 3 months
it orients its hand toward, and gropes for,
objects that have contacted it. Between 8 and
11 months it develops the “pincer grasp,” using

the index finger and thumb in opposition to each
other. The development of the pincer grasp is
extremely significant, because it allows the infant
to make a very precise grasping movement that
enables the manipulation of small objects. In
summary, there is a sequential development of
the grasping reaction: first scooping, then reach-
ing and grasping with all fingers, then indepen-
dent finger movements.

The fact that motor cortex lesions in adults
abolish the grasp reaction with independent fin-
ger movements implies that there could be ana-
tomical changes within the motor strip that
correlate with the original development of the
behavior. Although there are probably multiple
changes occurring, especially in the development
of dendritic arborizations, a correlation has been
noted between myelin formation and the ability
to grasp. In particular, the small motor fibers
become myelinated at about the same time that
reaching and grasping with the whole hand
develop while the giant Betz cells of the motor
cortex become myelinated at about the time the
pincer grasp develops. These different types of
motor fibers are thought to control arm and
finger movements, respectively (Kolb and
Whishaw, 1996).

The correlation between myelin develop-
ment and motor behaviors can also be found in
many other activities. Table 4 summarizes the
development of a variety of behavioral patterns
and myelin formation. It is difficult, of course, to
be certain which correlations are meaningful,
and, as we have noted, there are obviously
many other anatomical changes occurring con-
currently. Careful study of these data, however,
does show some intriguing associations that
warrant more detailed study.

Language Development

The onset of speech consists of a gradual
appearance of generally well-circumscribed
events that take place during the first 3 years of
life (Tables 4 and 5). Language development is
dependent not only on the development of
appropriate perceptual abilities, such as the
identification and categorization of speech
sounds, but also on the development of motor
capacities, especially those that control the lips
and tongue. It therefore comes as little surprise
that the precise movements of the lips and ton-
gue needed for speech are fully developed well
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TABLE 4. Summary of Postnatal Human Development”

Average brain

Age Visual and motor function weight (g)” Degree of myelination®
Birth Reflex sucking, rooting, swallowing, 350 Motor roots +-++; sensory roots ++; medial
and Moro reflexes; infantile lemniscus +-; superior cerebellar peduncle
grasping; blinks to light -++; optic tract ++; optic radiation £
6 weeks Extends and turns neck when prone; 410 Optic tract ++; optic radiation +; middle cerebral
regards mother’s face, follows peduncle +; pyramidal tract +
objects
3 months Infantile grasp and suck modified by 515 Sensory roots ++-; optic tract and radiation
volition; keeps head above +++; pyramidal tract ++; cingulum +;
horizontal for long periods; turns to frontopontine tract +; middle cerebellar
objects presented in visual field; may peduncle +; corpus callosum #; reticular
respond to sound formation +
6 months Grasp objects with both hands, will 660 Medial lemniscus +++; superior cerebellar
place weight on forearms or hands peduncle +++; middle cerebellar peduncle ++;
when prone; rolls supine to prone; pyramidal tract ++; corpus callosum +;
supports almost all weight on legs for reticular formation +; associational areas =;
very brief periods; sits briefly acoustic radiation +
9 months Sits well and pulls self to sitting 750 Cingulum +++; fornix ++; others as previously
position; thumb—forefinger grasp; given
crawls
12 months  Able to release objects; cruises and 925 Medial lemniscus +++; pyramidal tracts ++-;
walks with one hand held; plantar frontopontine tract +++; fornix +++; corpus
reflex flexor in 50% of children callosum +; intracortical neuropil %;
associational areas +; acoustic radiation ++
24 months  Walks up and down stairs (two feet a 1065 Acoustic radiation +++; corpus callosum ++;
step); bends over and picks up associational areas +; nonspecific thalamic
objects without falling; turns knob; radiation ++
can partially dress self; plantar reflex
flexor in 100%
36 months  Goes up stairs (one foot a step); pedals 1140 Middle cerebellar peduncle +++
tricycle; dresses fully except for
shoelaces, belt, and buttons; visual
acuity 20/20 OU
S years Skips; ties shoelaces; copies triangle; 1240 Nonspecific thalamic radiation +++; reticular
gives age correctly formation ++; corpus callosum +++;
intracortical neuropil and associational
areas ++
Adult - 1400 Intracortical neuropil and associational areas ++
to +++

“Source: Spreen, Tupper, Risser, Tuokko, & Edgell (1984).

’From Yakovlev and Lecours (1967). Estimates are made from their graphic data (+, minimal amounts; +, mild; ++, moderate; +-++-, heavy).

before the acquisition of finger and hand
control.

The perceptual and motor processes neces-
sary for language development are dependent on
the maturation of the temporal and frontal
lobes, which may be highly variable in develop-
mental rate in some children. Thus, some chil-
dren have a markedly delayed speech acquisition
but later turn out to have normal intelligence

and normal skeletal and gross motor develop-
ment. For example, such children may not begin
to speak in phrases until after age 4, in spite of an
apparently normal environment and the absence
of any obvious neurological signs that might
suggest brain damage.

Experiential factors clearly influence speech
development (e.g., Werker & Tees, 1992) so it
could be argued that language development is
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TABLE 5. Summary of Postnatal Development of Basic Social and Language Functions”

Approximate age

Basic social and language functions

Comforted by sound of human voice; reflexive smile. Most common sounds are discomfort and hunger
cries and vegetative sounds; by the end of first month the cries become differentiated; noncrying

Makes eye contact with mother; spontaneous smile. Responds to human voice and being held by
quieting; smiles when played with; makes cooing and pleasure noises; cries to gain assistance
Begins to distinguish different speech sounds; cooing becomes more guttural or “throaty”; seeing people

Discriminates between some individuals; recognizes mother; selective social smile; orients head to voices;
makes a vocal response to others’ speech; “babbling”—a phase characterized by the “spontaneous”
production of sounds. Usually begins in month 2 or 3 and continues to months 12—15 or later although

Selective attention to faces; prefers to look at happy rather than angry expressions; localizes to sounds;
can discriminate individual faces; smiles at other babies; varies pitch of vocalizations; imitates tones

Laughs aloud; conveys pleasure and displeasure in prosody; smiles at self in mirror; “echolalia,” the
imitation of sounds made by others, usually beginning at months 4-7. Imitation of prosody occurs
long before that of articulated speech segments; forms the dominant linguistic activity through the
second year with decreasing importance, except during the acquisition of new words, until at least

Waves bye-bye; plays patty-cake; makes distinct intonational patterns; social gestures

May kiss on request. Sentences, the long and progressive process of learning the symbolic significance of
speech sounds enabling the capacity to understand and generate meaningful words and sentences; in
most individuals maximum capacity is probably not achieved until the middle of the second decade or
later; a 12-month-old may have a vocabulary of 5-10 words that will double in the following 6 months

“Vocabulary” can be approximately 200-300 words by the second year; names most common everyday
objects; “morphological-syntactical”—most of child’s utterances will be unitary, i.e., single,
nonassociated linguistic units up to 18-24 months and occasionally later; next 5-6 years, at least, will
be devoted to the acquisition of the complex, multistaged process of developing a mastery of a

Has vocabulary of 900-1000 words; 3- to 4-word simple construction sentences (subject—verb); can

Has a vocabulary of more than 1500 words; asks numerous questions; sentences become more complex

The typical 5-year-old may have a vocabulary of approximately 1500-2200 words; discusses feelings; the
average 5- to 7year-old will be expected to have acquired a slow but fluent ability to read; handwriting
will also likely be slow; graphism, however, should be well differentiated and regular; competent
“phonetic” writing; the mastery of the orthographic system can be expected to extend for several more

Expressive vocabulary of about 2600 words; receptive vocabulary of 20,000-24,000 words; uses all parts

Birth
speech-like sounds usually during feeding
6 weeks
2 months
causes excitement; unselective social smile
3 months
typically decreasing as echolalia increases
4 months
6 months
months 30-36
9 months
12 months
24 months
morphological-syntactical system
36 months
follow two-step commands; curses
4 years
S years
years
6 years
of speech
Adult Has vocabulary of 50,000+ words by age 12

“Adapted from Lecours (1975) and Owens (1984).

not so much dependent on the maturation of
some neural structure as it is on some form of
environmental stimulation. Although this is pos-
sible, it is unlikely that speech development is
constrained exclusively by some environmental
event. Indeed, it is a common observation by
parents that children may have markedly differ-
ent histories of language acquisition. Further-
more, there is no evidence that training infants

will significantly speed up language acquisition.
Thus, the emergence of speech and language
habits is most easily accounted for by assuming
that there are maturational changes within the
brain. The difficulty is in specifying what these
changes might be. Indeed, in view of the com-
plexity of the neural control of language, it is
futile to look for any specific growth process
that might explain language acquisition.
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Nonetheless, it would be instructive to know in
what ways the cortex is different before the onset
of language (age 2) and after the majority of
language acquisition is completed (about
age 12).

As we described earlier in our discussion of
neural maturation, by 2 years of age there is little
neocortical neural cell division and most cells
have migrated to their final location in the cor-
tical laminae. The major changes that occur
between the ages of 2 and 12 years are in the
interconnection of neurons, largely through a
decrease in the total number of synapses as well
as an increase in the complexity of their dendritic
arborizations. The latter increase implies a reor-
ganization of networks and almost certainly
reflects the development of some new synapses.
If one assumes that language acquisition
requires the development of functional connec-
tions between neurons, much as hypothesized by
Hebb (1949) in his concept of cell assemblies,
then these changes in synaptic density and den-
dritic detail may be logical candidates as con-
straints on speech development. The postnatal
changes in dendritic complexity within the
speech areas are among the most impressive in
the brain. As illustrated in Figure 5, the den-
drites are simple at birth and develop slowly
until about 15 months when the major dendrites
are present. Between 15 and 24 months, thereis a
dramatic increase in the density of the neuropil.
A similar observation can be made from exam-
ination of the cortex of the posterior speech
zone. Given the correlation between language
development and maturation of the language
areas, we can infer that language development
may be constrained, at least in part, by the
maturation of these areas and that individual
differences in language acquisition may be
accounted for by differences in this neural devel-
opment. Furthermore, given the known effect of
environmental stimulation on dendritic develop-
ment, we might also predict that those differ-
ences in language acquisition that have some
environmental influence may do so by changing
the maturational rate of the dendritic fields
within these areas.

Cerebral Asymmetry

Just as the asymmetrical function of the
adult’s brain has been a focal point for neurolo-
gical study, the development of asymmetry has

been a focal point of developmental studies. As
asymmetry is the subject of another chapter in
this volume (see Kinsbourne, this volume), we
shall consider this topic only briefly.

Most of the research with children that has
been designed to demonstrate lateralization of
function has emphasized the age at which asym-
metry first appears (see Molfese & Segalowitz,
1988). Table 6 gives examples of a number of
representative functions, which hemisphere
usually shows the relative advantage, and ear-
liest age of demonstrated asymmetry. A central
theoretical issue is whether or not functions are
disproportionately represented in the two hemi-
spheres because they depend on certain anato-
mical asymmetries that develop independent of
environmental stimulation. The fact that ana-
tomical asymmetries can be observed in the
cortex prenatally (Chi, Dooling, & Gilles,
1977, Wada, Clarke, & Hamm, 1975) and,
therefore, exist before the expression of the
behaviors implies that asymmetry is relatively
innate. Nevertheless, several major problems
arise when we try to correlate functional and
anatomical asymmetry. First, the functions that
are most lateralized in adults are not easily
assessed in children. For example, it is extre-
mely difficult, if not impossible, to determine
handedness for writing in infants, unless, of
course, one is willing to assume that some
other indirect measure, such as hand strength,
in this case, will serve as a reliable predictor.
Second, hand preference, based on general use,
appears to change several times during infancy
in many children. In addition, correlations
between function and anatomical asymmetry
in adults are far from perfect. Although the
left planum temporale is thought to be the pos-
terior substrate of language functions, it is lar-
ger in only about 70% of right-handed people,
whereas speech is lateralized to the left hemi-
sphere in about 99% of right-handers. What
then does a similar anatomical asymmetry in
the fetal brain imply?

Development of Problem-Solving Ability

As each cortical layer within an area devel-
ops, it interacts with and modifies the function of
the existing structure. Gibson (1977), therefore,
suggested that behavior patterns would be
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TABLE 6. Studies Showing Age of Asymmetry for Different Behaviors

System Age Dominance Reference
Auditory

Speech syllables Preterm Right ear Molfese and Molfese (1980)

Music 22-140 days Left ear Entus (1977)

Phonemes 22-140days Right ear Entus (1977)

Words 4 years Right ear Kimura (1963)

Environmental sounds 5-8 years Left ear Knox and Kimura (1970)
Visual

Rhythmic visual stimuli Newborn Right Crowell, Jones, Kapuniai, and Nakagawa (1973)

Face recognition 7-9 years Left field Marcel and Rajan (1975)

6-13 years Left field Witelson (1977)
9-10 years None Diamond and Carey (1977)

Somatosensory

Dichhaptic recognition All ages Left Witelson (1977)
Motor

Stepping <3 months Right Peters and Petrie (1979)

Head turning Neonates Right Turkewitz (1977)

Grasp duration 1-4 months Right Caplan and Kinsbourne (1976)

Finger tapping 3-5 years Right Ingram (1975)

Strength 3-5 years Right Ingram (1975)

Gesturing 3-5 years Right Ingram (1975)

Head orientation Neonates Right Michel (1981)

expected to emerge exactly in the manner
described by Piaget (1952):

Behavior patterns characteristic of different stages
do not succeed each other in a linear way (those of
a given stage disappearing at the time when those
of the following one take form) but in the manner
of the layers of a pyramid (upright and upside
down), the new behavior patterns simply being
added to the old ones to complete, correct or
combine with them. (p. 329)

Thus, for example, because the deepest
layers of the cortex myelinate first, and these
are the efferent or output layers, one would
expect to observe motor responses preceding
the development of perceptual capacity. Indeed,
according to Piaget, motor actions must come
first, as motor actions provide data from which
to build perceptions. The question to consider is
just how well the stage of cognitive development
coincides with changes in neural maturation.
This is a difficult question that has not been
studied extensively. Nevertheless, there is at
least suggestive evidence that there may be a
significant relationship between cortical devel-
opment and the classical Piagetian stages. [We

note that the Piagetian stages of cognitive devel-
opment are a source of some debate, and there
are several other conceptual schemes to describe
the development of cognition in children (Carey,
1984). We will restrict our discussion to Piaget,
however, because we wish merely to demonstrate
the type of study that can be done and because
we are unaware of any attempt to correlate other
schemes of cognitive development to cortical
maturation.]

Piaget was a biologist by training and con-
sidered the acquisition of knowledge and
thought to be closely related to brain function.
He proposed that cognitive development was a
continual process and that the child’s strategies
for exploring the world were constantly chan-
ging. These changes were not simply a result of
the acquisition of specific pieces of knowledge
but rather, at some specifiable points in develop-
ment, were fundamental changes in the organi-
zation of the child’s strategies for learning about
the world. Piaget identified four major stages of
cognitive development: stage I, Sensorimotor,
birth to 18 months; stage II, Preoperational or
Symbolic, 18 months to 7 years; stage III, Con-
crete Operational, 7-11 years; and stage IV,
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Formal Operational, 11+ years). In stage I, the
infant learns to differentiate itself from the exter-
nal world, learns that objects exist when not
visible, and gains some appreciation of cause
and effect. In stage 11, the child begins to repre-
sent things with something else, such as drawing.
Stage III is characterized by the child’s ability to
mentally manipulate concrete ideas such as
dimensions of objects and the like. Finally, in
stage IV, the child is able to reason in the
abstract. Having identified the stages, the chal-
lenge for the neuropsychologist is to identify
those changes in neural structure that might
underlie these apparent qualitative changes in
cognitive activity.

The first four brain growth stages described
earlier coincide with the usual given ages of onset
of the four main Piagetian stages (Epstein, 1979).
A fifth stage of development, which would cor-
relate with the fifth brain growth stage, was not
described by Piaget but has been proposed by
Arlin (1975). The concordance of brain growth
and Piagetian stage is intriguing but, to date,
remains too superficial and oversimplified. We
need to know what neural events are contribut-
ing to brain growth and just where they are
occurring. Little is known of this in children
after 6 years of age, but the question remains
important to the neuropsychologist seeking to
understand the maturation of cortical opera-
tions. Gibson (1977) presented a detailed
hypothetical analysis of stage I.

Development of Neuropsychological Test
Performance

Neuropsychologists have developed an
amazing array of tests since World War II with
which to assess the behavior of patients with
cortical injuries (e.g., Lezak, Howieson, Loring,
Hannay, & Fischer, 2004). In principle, it is logi-
cal to suppose that if a test is sensitive to
restricted cortical lesions in adults, and if a nor-
mal child performs poorly on such a test, it could
then be inferred that the requisite cortical tissue
is not yet functioning normally. This logic is
seductive but is not without difficulties. First,
the method assumes that tests will be sensitive
to focal lesions: Few tests are. Second, a child
may perform poorly on a test for many reasons.
For example, a child may have difficulty with a
verbal test because the speech areas are slow to

develop or because he or she has an impover-
ished environment and has acquired only a lim-
ited vocabulary. Furthermore, just because a
child does well on a test does not mean that the
child’s brain is solving the problem in the same
manner as the adult brain. Indeed, there are
examples of tests in which children do well,
only to do more poorly the following year, fol-
lowed later by improvement again. Thus, in their
studies of facial recognition in children, Carey,
Diamond, and Woods (1980) found that chil-
dren improved in performance between ages
6 and 10, declined until age 14, and then attained
adult levels by age 16. This result can be taken to
imply that the younger children were solving the
problem in a different manner than the older
children and adults while, presumably, using
different cortical tissues. In sum, although there
are clear limitations to the inferences that can be
made about the development of specific brain
regions, we feel that much can be learned using
this type of approach. We will illustrate this by
focusing on our own studies using tasks that test
frontal lobe function and the perception of faces
and facial expression.

Frontal Lobe Tests

Segalowitz and Rose-Krasnor (1992) edited
a special issue of Brain and Cognition that was
devoted to the general premise that an under-
standing of cognitive development in children is
dependent on understanding the role of the fron-
tal lobe in development. Their argument is based
on the idea that the frontal lobe plays a central
role in generating cognitive strategies (as
opposed to habits), evaluating those strategies,
and monitoring both one’s behaviors and the
effects of one’s behavior on other people. If
their argument is correct, then an understanding
of correlations between frontal lobe develop-
ment and behavioral maturation is critical in
developmental neuropsychology.

The idea that the frontal lobes play a special
role in cognitive development is not new. Hebb
(1949) speculated from his analyses of children
with perinatal cerebral injuries that the frontal
lobes were critical to cognitive development. In
fact, Hebb believed that the frontal lobes played
a more important role during development
than in adulthood. More recently, Case (1992)
has argued that between the ages of 1% and
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5 years, and again between the ages of 5 and
10 years, a sequence of changes take place in
children’s behavior that indicate a fundamental
reorganization of their attentional and executive
processes. Case correlates these functional
changes with developmental changes in the fron-
tal lobe (Stuss, 1992; Thatcher, 1992).

One way to investigate correlations between
frontal lobe maturation and cognitive develop-
ment is to study the behavior of children on tests
performed poorly by people with acquired fron-
tal lesions in adulthood. Two tests are especially
sensitive to frontal lobe injury, namely the
Wisconsin Card Sorting Test and the Chicago
Word Fluency Test (Milner, 1964). In the first
test, the subject is presented with four stimulus
cards, bearing designs that differ in color, form,
and number of elements. The subject’s task is to
sort the remaining cards into piles in front of one
or another of the stimulus cards. The only help
the subject is given is being told whether the
choice is correct or incorrect. The test works on
this principle: the correct solution is first to sort
by color; once the subject has figured this
out, the correct solution then becomes, without
warning, to sort by form. Thus, the subject must
now inhibit grouping the cards on the basis of
color and shift to form. Once the subject has
succeeded at sorting by form, the relevant fea-
ture again changes unexpectedly, this time to
number of elements. This cycle of color, form,
and number is repeated. The subject’s score is
the number of target categories completed after
sorting 128 cards, and the task is terminated
when all of the cards have been used or six
categories have been completed, whichever
comes first. Shifting strategies is particularly dif-
ficult for patients with left frontal lobe lesions.

In the second test, the subjects must write as
many words as they can beginning with the letter
“S” in 5min. Following this, they must write as
many four-letter words beginning with “C” as
possible in 4 min and the final score is the total
number of words generated. Frontal lobe
patients do very poorly on this test. This deficit
is not simply a problem of verbal ability, how-
ever, as frontal lobe patients perform at normal
levels when asked to write the names of as many
objects or animals as they can think of within a
fixed time. We note that frontal lobe patients
perform normally on many other tests as well.
For example, on tests of visual recognition,
which are performed poorly by patients with

right posterior lesions, frontal lobe patients
achieve normal levels of performance.

Kolb and Fantie (1989) tested children on
the card sorting and verbal fluency tests and
predicted that if the frontal lobes were slow to
mature relative to other cortical areas, then
children should reach adult levels very late,
probably in adolescence on tests of frontal
lobe function. In contrast, children should per-
form at adult levels much sooner on the tests
performed normally by patients with frontal
lobe lesions. This is indeed the case. Children
perform poorly on all frontal lobe-sensitive
tests when very young but improve as they
develop. As predicted, performance on tests
performed normally by adults with frontal
lobe injuries improves more quickly, however,
than performance on tests sensitive to frontal
lobe injuries.

Frontal lobe patients are also notorious for
their difficulties in social situations, although it
is more difficult to quantify their behavior (Kolb
& Whishaw, 2008). Kolb and Taylor (1981,
1990) showed that one way to analyze the unique
frontal contributions to social interaction is to
focus on the ability of frontal lobe patients to
produce and recognize facial expressions. Kolb,
Wilson, and Taylor (1992) gave children a series
of tests of facial perception ranging from simple
tests of facial recognition and closure to more
complex tests in which facial expression had to
be understood from the context of a cartoon.
Children aged 5-6 years performed as well as
normal adults on the tests of facial recognition
but did not approach adult levels on the context-
dependent facial perceptual tests until about age
14 years. Furthermore, in a small sample of
adults with frontal lobe injuries in early child-
hood, we have shown abysmal performance on
the context-related tests. This result is consistent
with a series of case histories showing that chil-
dren with frontal lobe injuries at the time of birth
do not develop anything approaching normal
strategies for coping with social situations (e.g.,
Ackerly, 1964; Eslinger & Damasio, 1985;
Grattan & Eslinger, 1992).

Abnormal Brain Development and Behavior

Earlier we described abnormalities in
neural migration that are probably found
throughout the brain, but it is reasonable to
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predict that there will be conditions in which
such abnormalities might be restricted to rela-
tively small zones of cortex. In fact, there is now
reason to suppose that at least some forms of
developmental dyslexia result from abnormal
structural development. Drake (1968) exam-
ined the brain of a 12-year-old learning-
disabled boy who died of cerebral hemorrhage.
Autopsy showed that there were atypical gyral
patterns in the parietal lobes, an atrophied cor-
pus callosum, and neurons underlying the white
matter that should have migrated to the cortex.
More recently, Galaburda and his colleagues
have reported analogous results from several
dyslexic brains (Galaburda & Eidelberg, 1982;
Galaburda & Kemper, 1979; Geschwind &
Galaburda, 1985). Thus, in the brain of a
20-year-old male who previously had a reading
disability despite average intelligence, they
found an abnormal pattern of cytoarchitecture,
especially in the posterior speech region of the
temporal-parietal cortex. Although other
details varied in these cases, the left posterior
region was always abnormal. These abnormal-
ities were believed to be the result of disordered
neuronal migration and/or assembly. The right
hemisphere was either completely or largely
normal in all of these cases. Finally, Geschwind
and Galaburda (1985) claimed to have evidence
of similar anomalies in living dyslexic patients,
with arteriovenous malformations in the left
temporal region.

The finding of left temporal-parietal
abnormality in dyslexics leads to the question
of how these people, even as children, might
perform on tests sensitive to focal cortical
lesions. Few studies have compared dyslexic
children directly to adults with left posterior
lesions, but studies of dyslexic children have
found behavioral deficits on tests that are parti-
cularly disrupted by left posterior lesions,
including tests of short-term verbal memory,
left/right differentiation, and verbal fluency
(Sutherland, Kolb, Schoel, Whishaw, & Davies,
1982; Whishaw & Kolb, 1984). We must point
out again that it is likely that not all children
with learning disabilities have left posterior
abnormalities. It would be interesting, however,
to determine the correlation between neuropsy-
chological test performance in learning-disabled
children and the presence of left posterior
abnormalities.

Early Brain Injury and Behavior

Perhaps the most dramatic evidence of
recovery from brain injury comes from the
observations that infants with damage to left-
hemisphere language areas rarely have persistent
aphasia. Indeed, shortly after he published his
observations on the nature of aphasia from the
left inferior frontal region in adults, Broca noted
that children did not show long-lasting aphasia
after similar injury, and he postulated that after
injury to the left hemisphere language functions
could shift to the right hemisphere (Broca, 1865).
Barlow (1877) confirmed Broca’s hypothesis in
his investigation of a young boy who suffered a
lesion of the left hemisphere, which led to only a
transient speech disturbance, followed by a later
lesion to the right hemisphere, which left the boy
with a permanent loss of language. The simplest
explanation of Broca’s and Barlow’s observa-
tions was that the developing brain was capable
of functional reorganization that would allow
development of relatively normal language abil-
ities after injury to left-hemisphere language
zones. Clinical studies over the next 100 years
confirmed the general idea that the consequences
of early focal lesions of the left hemisphere were
minimal (e.g., Alajouanine & Lhermitte,
1965; Krashen, 1973; Lenneberg, 1967). In his
comprehensive theory of language development,
Lenneberg (1967) proposed that language-
related processes in the left hemisphere
developed rapidly from ages 2 to 5 years and
then more slowly until puberty, by which time
language development was complete. He rea-
soned that if brain damage occurred during the
time of rapid development (up to 5 years), it
would be possible to shift language functions to
the intact right hemisphere, and there would be
no chronic aphasia. By using Wada’s sodium
amobarbital procedure to determine the hemi-
sphere mediating language, Rasmussen and Mil-
ner (1977) confirmed Lenneberg’s speculation as
they found that childhood injuries before 5 years
of age allowed a shift in language processes to
the right hemisphere. Injuries from about 6 to
10 years also allowed recovery from aphasia but
this was sustained by a shift of language within
the left hemisphere.

An additional important finding in the
Rasmussen and Milner study was that many
patients with injuries prior to age 5 had speech
processes represented in both hemispheres.



DEVELOPMENT OF THE CHILD’S BRAIN AND BEHAVIOR 39

Thus, if Broca’s area was damaged, only those
language-related functions subserved by Broca’s
area moved to the right hemisphere and, simi-
larly, if only the posterior speech zone was
damaged, only those processes moved to the
right hemisphere. And, when both left frontal
and temporal language areas were damaged,
the functions of both regions shifted to the
right hemisphere.

Given this clearly anomalous representa-
tion of speech in both hemispheres it would be
surprising if there were not some type of disrup-
tion of nonlanguage functions, and, indeed, this
is the case. For example, Woods and Teuber
found that children with left-hemisphere injuries
in the speech zones showed unexpected deficits
in right-hemisphere functions as well as an
overall drop in IQ (e.g., Woods, 1980; Woods &
Teuber, 1973). Such results led to a reevaluation
of the effects of early cortical injuries in children
with a particular interest in looking at a broad
range of cognitive functions, rather than just
speech (e.g., Aram, 1988; Bates et al., 1997,
Levin, Song, Chapman, & Howard, 2000; Stiles,
2000). The results of such studies make it clear
that the advantages of having early, rather than
later, cerebral injury may not be as great as once
believed. In reviewing such results we can now
reach the following conclusions.

1. Children show significant sparing or recov-
ery of language functions after early injury to
known language areas, but these functions are
not normal. For example, Bates and colleagues
(e.g., Bates & Thal, 1991; Bates et al., 1997,
Reilly, Bates, & Marchman, 1998) provided
detailed longitudinal descriptions of language
impairment and development in a population
of children with perinatal focal lesions. These
children have delayed language development,
but by kindergarten age most of these children
have caught up in their lexical and syntactic
abilities. Nonetheless, the children still have con-
tinuing linguistic impairments. Importantly, in
contrast to adults with focal lesions of the lan-
guage areas, the site of the lesion in the left hemi-
sphere of children does not affect the pattern of
linguistic deficits: the pattern of deficits is uni-
form across the lesion population. There was,
however, a difference in the severity of deficits
associated with different foci of damage because
children with left temporal injuries had more
severe deficits than children with other injuries.

2. Perinatal lesions of either the left or right
hemisphere produce significant language deficits
during development, a result that is quite different
from what occurs in adults. In fact, Bates and
colleagues (1997) found that depending on
the language measure, early right-hemisphere
lesions can produce greater receptive
language impairments up to age 5 years than
comparable early left-hemisphere lesions. This
result is surprising and could be explained, in
part, by suggesting that, if left-hemisphere lan-
guage functions can shift to the right hemi-
sphere, then perhaps some nonverbal functions
can shift to the left hemisphere, which could lead
to some disruption of normal language
development.

3. Children with focal right- or left-hemi-
sphere injury show deficits in spatial processing,
but like language functions, the spatial functions
improve as the children develop. Stiles and her
colleagues (e.g., Akshoomoff et al., 2002; Stiles
et al., 2005; Stiles Trauner, Engle, & Nass, 1997)
followed a group of children with lesions (largely
caused by stroke) incurred by 6 months of age
and found deficits in visuospatial processing as
early as children could be tested. The deficits
abated over development and by puberty the
deficits were markedly attenuated relative to
children (or adults) with later injuries. One key
point in the studies of Stiles is that the deficits
observed in children are qualitatively similar to
those seen in adults with similar focal lesions.
This finding contrasts with the effects of early
lesions on language functions (see above).

4. The outcome from focal and diffuse lesions
in early childhood is very different. In an extensive
series of studies of children with closed head
injuries, Levin and his colleagues (e.g., Levin
et al., 1996; 2000) have found that verbal and
sensorimotor skills are more impaired in young
children following severe closed head injuries
than in older children sustaining comparable
injuries. It appears that whereas functional out-
come after focal lesions may be best if the injury
is perinatal, diffuse damage at a similar age leads
to a very poor functional outcome.

5. Recovery from early cortical injury is task
specific. As we have noted, the best evidence of
functional recovery or sparing after early injury
can be seen in the domain of language. Compen-
sation is not as extensive for nonlanguage func-
tions, however. For example, in general,
nonverbal functions are usually impaired after
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early lesions, regardless of the location of the
lesion (Carlsson & Hugdahl, 2000; LeVere,
Gray-Silva, & Le Vere, 1988; Nass, de
Coudres-Peterson, & Koch, 1989). Teuber
(1975) argued that nonverbal deficits occur
after left-hemisphere lesions because the shift of
language to the right hemisphere “crowds” the
right hemisphere, compromising the normal
right-hemisphere functions (see also Satz,
Strauss, Hunter, & Wada, 1994; Strauss, Satz,
& Wada, 1990). And, of course, damage to the
right hemisphere impairs nonverbal functions
because that is the function of the right
hemisphere.

But the task-specific nature of recovery can
be seen in motor behaviors as well. Children with
congenital hemiplegia show recovery of lan-
guage functions but the hemiplegia remains
(e.g., Carlsson & Hugdahl, 2000). Similarly,
B. Kolb and B. Milner (unpublished) studied
patients with early lesions of the language
regions of the left temporal lobe who were
shown by sodium amobarbital testing to have
language functions represented in both hemi-
spheres (that is, the posterior speech zone but
not the anterior speech zone shifted to the right
hemisphere). These patients later all had their
damaged left temporal lobe removed for the
relief of intractable seizures. In contrast to
patients with similar removals, but with normal
left-hemisphere speech representation, those
patients with anomalous speech representation
showed deficits on a task of copying sequences of
arm movements, a deficit normally seen only in
patients with left frontal or parietal injuries
(Kolb & Milner, 1981). Thus, these patients
paid a price for their good language functions
but, in contrast to Teuber’s suggestion that shift-
ing language can interfere with right-hemisphere
functions, in this case, it interfered with a left-
hemisphere function.

6. Deficits from perinatal lesions may not
emerge until many years later. Because infants
have poorly developed perceptual, cognitive,
and motor functions, it is often not possible to
assess the effects of early injury until late child-
hood or even puberty. For example, Banich
Cohen-Levine, Kim, and Huttenlocher (1990)
studied the development of performance on
two subtests of the Wechsler Intelligence Scale
for Children, namely vocabulary and block
design, in children with congenital cerebral inju-
ries. They found that at 6 years of age there were

no differences in performance, but as the chil-
dren aged, significant deficits emerged in the
brain-injured children relative to age-matched
controls. Given that many cognitive functions,
and especially frontal lobe functions, are not
mature until well into puberty (e.g., Kolb &
Fantie, 1989; Kolb et al., 1992), it should not
be surprising if some of the effects of frontal lobe
injuries might not appear for over a decade after
an infant injury, a result that was first noted by
Hebb (1949).

7. General intelligence is compromised by
early cerebral injuries, and especially if there is a
seizure disorder. Although not all children with
early brain injuries have general intelligence
scores that fall below average, as a general rule
of thumb, children with injuries in the first year
(e.g., Riva & Cazzaniga, 1986) or children with a
persistent seizure disorder (Vargha-Khadem
& Polkey, 1992) have compromised 1Qs. This
effect on IQ occurs even after perinatal frontal
lobe lesions, lesions that do not normally affect
1Q in adults with frontal injuries (Hebb, 1949;
Kolb & Fantie, 1989).

8. There is far less recovery from bilateral
versus unilateral injuries. One curious, but con-
sistent, finding is that children with restricted
bilateral injuries often have a worse functional
outcome than children with a complete hemi-
sphere removed. For example, children with
complete removal of the left hemisphere usually
show a shift of language functions to the right
hemisphere. Vargha-Khadem, Watters, and
O’Gorman (1985) found that even small lesions
of the right hemisphere appear to be capable of
blocking the shift of speech from the left to the
right hemisphere in children with perinatal inju-
ries to the speech zones of the left hemisphere,
which resulted in severe and persisting language
deficits. This effect of the right-hemisphere
lesion is present even if the injury is well beyond
the homologous language zones in the right
hemisphere.

9. Descending motor pathways can be reor-
ganized following early damage and this reorga-
nization may be functionally significant. Using
both functional magnetic resonance imaging
(fMRI) and somatosensory evoked potentials
(SEP), Holloway and colleagues (2000) investi-
gated the sensorimotor functions of patients
with childhood hemispherectomies. Many of
these patients showed SEP in the normal hemi-
sphere when the nerves of the limb opposite the
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excised hemisphere were stimulated. Similarly,
fMRI showed that for at least some of the
patients, passive movement of the same limb
produced activation in a region of somatosen-
sory cortex in the normal hemisphere. The
responses to the hand ipsilateral to the normal
hemisphere must occur because direct ipsilateral
pathways run from the normal hemisphere to the
affected limb.

Similar conclusions have been made in stu-
dies showing that when patients with congenital
hemiplegia move the hand opposite the intact
hemisphere, they commonly show mirror move-
ments of the hemiplegic hand (e.g., Farmer,
Harrison, Ingram, Stephens 1991). Carr (2000)
used transcranial magnetic stimulation to induce
electromyographically measured movements in
a group of 32 congenitally hemiplegic patients.
Sixty-four percent of these patients showed
EMG activity in the hemiplegic limb when the
ipsilateral hemisphere was stimulated. No such
movements were seen in control subjects or the
other patients. All but two of the patients with
anomalous ipsilateral pathways had prenatal
injuries, whereas the lesions in the remaining
patients were all postnatal, a result that suggests
that age at injury may be critical in the develop-
ment of functionally significant anomalous cor-
ticospinal pathways.

10. The effects of early injury vary with age.
We have seen several clues that precise age at
injury may be critical in predicting functional
outcome, which leads us to several generaliza-
tions. First, prenatal lesions are more likely to
lead to the development of functional ipsilateral
motor pathways than lesions after birth,
although the formation of such pathways is pos-
sible following postnatal injuries, especially in
cases of hemispherectomy. The removal of
most (or all) of a hemisphere may be important
because large lesions alone, such as seen in con-
genital hemiplegia or cerebral palsy, appear
unlikely to produce anomalous corticospinal
pathways. Second, language appears to be the
most plastic function if the brain is injured after
birth, and the time course of this plasticity
appears to be much longer than for other func-
tions, lasting up to 10 years of age. The special
plasticity of language functions may be related
to its recent phylogenetic development and/or to
the prolonged ontogenetic development of lan-
guage functions in children. Third, although
small focal lesions in the first few months of

age do not appear to affect general cognitive
functioning (i.e., I1Q), as a rule of thumb lesions
in the first year produce greater impairments in
1Q than those occurring later. This appears to be
especially true of frontal lobe lesions, a result
that led Hebb (1949) to conclude that the earlier
frontal lobe injury occurred in children, the
worse the effect was on cognitive functioning.

Conclusion

The process of brain maturation is long,
lasting at least into early adulthood. We have
approached the problem of assessing the nature
of functional localization in the cortex by exam-
ining the way in which structure and behavior
emerge in the developing child. Neurons, the
elementary components of the brain, are born,
migrate, and, as their processes elaborate, estab-
lish connectional relationships with other
neurons. Behavioral and cognitive capacities fol-
low a similar sequence of development from the
rudimentary to the complex. Structure—function
relationships can be inferred by matching the
developmental timetables of brain anatomy
and physiology with those of behavior. In addi-
tion, we have demonstrated that neuropsycholo-
gical tests that are sensitive to focal cortical
damage in adults can be used to assess whether
certain areas have reached functional maturity
in normal, developing children. Furthermore, by
studying the abnormal development of the brain
and behavior, we may make inferences regarding
the importance of particular developmental
events on behavior.

The study of anatomical and behavioral
development of the brain of the child is admit-
tedly far from complete. However, we believe
that the data obtained to date are beginning to
answer the questions about the nature of the
brain of the child. The continued study of devel-
opmental neuropsychology promises to change
our understanding of the biological bases of the
development of human behavior.
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Development of Cerebral Lateralization

in Children

MARCEL KINSBOURNE

Lateral Asymmetry as a Pervasive Design
Characteristic in Nature and the World

Lateral asymmetry prevails at levels of organiza-
tion that range from subatomic particles to the
human body and brain. At the subatomic level,
asymmetry (“chirality”) seems to be the default
option (Hegstrom & Kondepudi, 1990). In nat-
ure, bilateral symmetry appears in response to
species-specific selection pressures, not because
there is something ideal about symmetry, as has
been held since classical times. That functional
representation in the brain is bisymmetric was
taken for granted, until Paul Broca finally over-
came this strong bias as recalcitrant unilateral
data from his aphasic hemisphere-damaged
patients kept appearing. In 1862, he reluctantly
acknowledged in public that although speech is
located in the anterior cerebrum, as the phrenol-
ogists had claimed, it is represented in the front
left, rather than equally on both sides.

From then on, another equally unexamined
assumption was substituted. It credited the left
hemisphere with being the unique peak of the
brain’s functional hierarchy. It seemed obvious
that there had to be a leading hemisphere. The
left hemisphere was considered major or domi-
nant. The right, minor or subdominant, hemi-
sphere was like the left, at the “animal” level, but

MARCEL KINSBOURNE e« New School for Social

unlike the left, it was devoid of those capabilities,
like language, that elevate humans over animals.
So while anatomical bisymmetry had to be aban-
doned, it took another century and much cul-
tural change before Oliver Zangwill and his
colleagues overthrew functional hierarchy in
the late 1940s and early 1950s and established
the current understanding that specialization is
complementary between the hemispheres
(Kinsbourne, 1982, 2000).

Whether asymmetries at the lower levels of
organization interact to generate asymmetries at
the higher levels is unknown. However, the
above sequence of historical events puts us on
notice that, counterintuitively, both in evolution
and in development, asymmetry may be the base
state or default option, and bisymmetry the
design characteristic that needs additional expla-
nation. More generally, in view of the fiercely
defended but baseless premises mentioned
above, we might wonder, “Does the current
Zeitgeist, in turn, blind us to still more
promising ways of conceiving cerebral func-
tion?” (Kinsbourne, 2000).

The Normative Adult Endpoint
of Hemisphere Specialization

Cognitive development culminates in an
endpoint of lateralization that in its broad defi-
nition is no longer in dispute. In the right-
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right hemisphere does contribute toward certain
aspects of verbal behavior, notably comprehen-
sion of logical relationships, inference, meta-
phor, and humor, and at the output stage,
intonation and the emotional tone of the utter-
ance. The left hemisphere is also specialized for
rapid sequential recognition of familiar input, as
well as the recall and recognition of order infor-
mation and the formulation of motor and
conceptual action plans. Right-hemisphere
dominance is best documented for certain spa-
tial-relational processes, particularly in the
visual modality, face recognition, vigilance and
arousal, and the perception of emotional
information.

Non-right-handers deviate from the dextral
norm with respect to the relative incidence of
right, left, and bilateral speech representation.
Different methods for determining laterality
offer somewhat different outcomes. The mean
findings for speech lateralization of eight studies,
using dichotic listening, intracarotid amytal,
electroconvulsive therapy, functional magnetic
resonance imaging, and functional transcranial
Doppler sonography, respectively, were as fol-
lows: left lateralization: right-handers 94.5%,
left-handers 64%; bilateral representation:
2.5% versus 11%; right lateralization: 3% versus
25%. In non-right-handers, spatial-relational
functions are right lateralized as they are in
right-handers, but also involve the left hemi-
sphere in more than half of all instances (Bryden,
Heécaen, & DeAgostini, 1983). Within each
hemisphere the territory involved in cognitive
function is more extensive in the left- than the
right-hander (Kinsbourne, unpublished analysis
of data from Bryden et al., 1983). Knecht,
Draeger, and Deppe (2000) illuminate the rela-
tionship between hand preference and cerebral
dominance by demonstrating that the incidence
of right-hemisphere dominance for language
increases linearly with the degree of left-
handedness. In their large sample of 326 healthy
individuals, only 4% of those with a handedness
index of 100 (strongly right-handed) were right
dominant, whereas 27% of strong left-handers
(index —100) were right dominant. Gender-
related differences in lateralization are not yet
well substantiated.

The nature and neural basis of the relation-
ship between hand preference and cerebral dom-
inance remains mysterious, in spite of a spate of
genetic and mechanical surmises. Both the brain

and the body are implicated in handedness.
A hint of the complexities of the issue is provided
by the finding that when people with cleft lip
have the cleft on the left, they are more often
left-handed than when they have a right-sided
cleft (Yorita, Melnick, Opitz, & Reynolds,
2005).

Development of Hemisphere Specialization:
Competing Hypotheses

With respect to development, existing
knowledge is virtually restricted to language
and to a lesser extent, spatial-relational, proso-
dic, and emotional functions, in right-handed
children. This discussion will therefore be con-
fined to considering how peripheral laterality,
notably hand preference, is established in the
developing child and how the differential hemi-
spheric representation of language and spatial-
relational functions develops, in the normal case,
and in certain developmental disabilities.

It is not yet clear how the changes in num-
ber, configuration, and connectivity of neurons
in the two developing hemispheres relate to the
nature or timing of emerging higher mental func-
tions. One can time the origin of a lateralized
mental skill only by when it appears at the beha-
vioral level. Is the cerebral hemispheric substrate
of the developing skill in its earliest stages the
same as it is when the skill has fully matured?
This is termed “invariant lateralization” hypoth-
esis (Kinsbourne, 1975). The alternative “pro-
gressive lateralization” hypothesis (Lenneberg,
1967) proposes that initially mental functions
(and language in particular) are based on the
activity of both cerebral hemispheres, and that
lateralization of verbal functions to the left and
spatial-relational to the right occurs over time
during childhood.

Lateralization and its development are
subject to biological variation. Is a particular
topography of hemispheric representation of
function more conducive to efficient mental
function than other topographies, as has been
assumed for more than a century (Harrington,
1987)? If so, are there anomalous topographies
in developmental disabilities, and if so, do they
account for the behavioral deficits involved?
These questions can be addressed most directly
in the case of the fully mature nervous system,
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but lags in achieving that endpoint can also be
considered.

Asymmetrical function of the brain and the
body are chiefly of interest for any implications
they might have for adaptive performance and
behavior. If they evolved from a bilateral base
state, what adaptive advantage powered that
emergence? If we could discover a role that
asymmetry of function plays in adaptive beha-
vior, then we could predict how lack or distor-
tion of such asymmetries might affect the
functioning of the human infant, child, and
adult.

The Origin of Bisymmetry

Somatic bisymmetry is an adaptation to the
needs of motile organisms. In addition to the
obvious advantage of the streamlining that
results, the bisymmetric organism is well
adapted for the basic decision that organisms
continuously make as they move from point to
point: to turn right or to turn left (Loeb, 1918).
Environmental opportunities and hazards are
equally likely to arise on either side. Therefore
the organism needs to be able to deploy its sen-
sorimotor capabilities to either side with com-
parable speed and efficiency (Gardner, 1967). To
meet this need, the receptor equipment and the
musculature are both bilaterally arranged, and
the corresponding control centers in the nervous
system, crossed in the chordate (including verte-
brate) phylum, uncrossed in the other phyla
(Hyman, 1940), are reciprocally inhibitory
opponent processors. In contrast, sessile organ-
isms are not bisymmetric, and organisms that
regress from a motile to a stationary (sessile)
state concurrently lose their bisymmetric organi-
zation. Organisms whose life cycle divides into a
motile larval and a sessile mature phase exhibit
the relationship most strikingly. The motile larva
is bisymmetric; the sessile adult is not. Fishes,
which also freely swim up and down, usually
exhibit dorsal-ventral somatic symmetry as
well (Braitenberg, 1977).

Asymmetry (Somatic)

Minor asymmetries abound and have been
documented in all species that have been studied
in sufficient detail (Ludwig, 1932). An instruc-
tive example relates to the pelvic and pectoral
fins of fishes. Fins, though bilateral, are

asymmetric. The right-sided fins are generally
more bony and muscular than the left
(Hubbs & Hubbs, 1944). This is the case even
though the fishes’ musculature itself is bisym-
metric. This appears to be because their asym-
metry poses no problem for the function of fins
as rudders to direct efficient swimming move-
ments. This is an example of an asymmetry that
does not appear to have evolved to meet a spe-
cific adaptive need, but rather exists because the
engineering of exact bisymmetry was not needed
to meet the adaptive pressures in the context of
which the species evolved.

Asymmetry (Neural)

In behaviorally simple organisms the func-
tions of the nervous system distribute across two
domains: the regulation of the internal environ-
ment and the control of behavior that is oriented
in space. The former does not call for bisym-
metric control, and certain striking brain asym-
metries in behaviorally limited species may relate
to vegetative function (Braitenberg & Kemali,
1970). The repertoire of the more behaviorally
sophisticated vertebrates, including mammals
and birds, features a third domain: higher men-
tal function as involved in communication,
memory, and problem solving. Not being tar-
geted toward specific locations in the physical
environment, these processes can serve their pur-
pose without being bilaterally represented.
Whereas central representation of sensorimotor
processes is topographic, representation of
higher mental functions is abstract. If an
abstract representation deviates, even substan-
tially, from bisymmetry, this need not be because
the asymmetric topography confers specific
adaptive advantage. A diminished adaptive
advantage of bisymmetrical organization may
sufficiently account for deviation from bisym-
metry (Kinsbourne, 1974). Ringo, Doty,
Demeter, and Simard (1994) suggest that mam-
mals with large brains benefit from lateralization
because the nerve impulse takes as long as 25 ms
to cross the corpus callosum, which interpolates
an unacceptable time lag into the execution of
complex fluent mental operations, if they have to
be integrated between hemispheres. However,
brains as small as those of rats are lateralized,
whereas left-handed humans with bilateralized
representations are cognitively unimpaired.
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Dramatic functional asymmetry exists in
the males of some species of songbirds whose
song is largely controlled by the left brain
(Nottebohm, 1971). The higher vocal control
center is paralleled by a comparable area on the
right side of the brain. If the left-sided control
area for song is destroyed or disconnected from
its vocal output mechanism, the right side
assumes control over the bird song, but only if
the lesion is made before singing has fully devel-
oped. Bird song is communicative. It is not direc-
ted toward any particular point in space but
pervades ambient space. Bilateral control of
such a function would not seem to be necessary
and in fact unilateral control prevails. Neverthe-
less, the mirror image area does develop and is
available as a reserve. This is not to suggest that
it is in reserve in case of left-side brain damage.
Rather, nature is conservative in the manner in
which it refines neural control mechanisms, and
there was perhaps no provision (or environmen-
tal adaptive trigger) to preclude the unutilized
right-sided area from evolving in parallel with
the left. There are human specializations that
can be similarly interpreted, notably the left-
sided control of speech. If the left speech area is
totally destroyed, the right side is able to control
speech output (Kinsbourne, 1998). Should we
suppose that in the intact state the unilateral
facility that controls behavior maintains its con-
trol by actively suppressing (inhibiting) its
potential rival on the other side (Kinsbourne,
1974)? If so, it can also do so in the reverse
direction in some species, and in yet other bird
species, such as the parrot, control of song is
bilateral (Hauser, 1996). The latter species are
analogous to those left-handed humans who are
bilateralized for language, without apparent det-
riment to their control of vocalizations. Thus,
both in songbirds and in humans, lateralization
of control of rapidly sequential utterances is pre-
valent, but evidently not indispensable for its
efficient performance.

The analogy with the neural basis of bird
song captures one attribute of human brain
organization, but it fails to capture another
attribute: the complementarity of human hemi-
spheric specialization (Kinsbourne, 1982).
A simple animal model illustrates complemen-
tary specialization. The paired claws of the
lobster differentiate into a stout crusher, driven
by slow muscle fibers, and a slender cutter, lar-
gely driven by faster muscle fibers (Govind &

Pearce, 1986). The asymmetry develops under
central neuron control and is mediated by lateral
differences in the degree of reflex activity. In
humans, the cerebral hemispheres contribute
differentiated but complementary components
to skilled behavior, to the point that many real-
life activities simply cannot be effectively con-
trolled by one hemisphere alone. Bresson,
Maury, Pierant-LeBonniec, and deSchonen
(1977) found that human infants prefer the
right hand for some activities, the left for others.

A child’s first words are accompanied by
pointing to the named object (Kinsbourne &
Lempert, 1979; Lempert & Kinsbourne, 1985).
It is doubtful that the side on which attention-
attracting stimuli appear, or of the limb used to
point, would override the genetically prepro-
grammed left-brain speech laterality. But if, as
Annett (1973) suggested, sinistrals lack an over-
riding “right shift factor,” it is quite possible that
in them Iateralization could be influenced by
such environmental factors.

Lateralization of higher mental functions
cannot be assumed to be adaptively necessary
simply because it happens to be the general
rule. Whether deviating from the norm of later-
alization exacts a penalty in terms of behavioral
control is an empirical issue not to be prejudged.
Under what circumstances do humans deviate
from the usual laterality patterns and, when
they do, what if any are the consequences for
adaptive behavior?

Morphological Asymmetries in the Human

The internal organs exhibit well-known
major asymmetries. Deviation from the usual
pattern has also been well documented, such as
complete lateral reversal (situs inversus), rever-
sal of a single organ (e.g., dextrocardia), and
absence of asymmetry, as in horseshoe kidney
in which a single bilaterally symmetric kidney
straddles the midline. Abnormal position of the
internal organs may compress adjacent struc-
tures, but how well the organs function does
not depend on their location. In the human
brain and musculature, a number of less radical
asymmetries exist. None of them has been con-
vincingly tied to function.

The right-hander’s body is subtly asym-
metric. Most bones and muscles are somewhat
more massive on the right (Latimer & Lowrance,
1965) and this is not secondary to differential
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use, as it already obtains in the infant (Pande &
Singh, 1971). Asymmetries in fingerprints, hair
whorls, and other ectodermal structures have
been documented. More relevant to the brain,
the skull, the shape of which is determined by the
growth of the brain, protrudes on the right in
front and on the left in back (LeMay, 1976;
LeMay & Culebras, 1972). The parietal opercu-
lum is longer on the left. The right frontal lobe
and the left occipital lobe are somewhat bulkier
than the corresponding lobes on the opposite
side.

Function could be inferred from these mor-
phological findings (Galaburda, 1984) if the
mass of a given area were to correlate with the
efficiency with which the individual performs
the activities it is specialized to control. Also,
individuals who lack the asymmetry in question
should have a correspondingly different profile
of functional capabilities. The evidence is far
from conclusive along either of these two lines.
In particular, non-right-handers exhibit by far
the greatest variability with respect to relative
size of parts of the right and left brain (LeMay,
1992; McRae, Branch, & Milner, 1968) and the
body in general (Hicks & Kinsbourne, 1978). No
one has been able to attribute any functional
differences between right-handers and non-
right-handers (or among non-right-handers) to
these morphological variations among the latter.

That the mere bulk of the brain may not be
a good index of functional efficiency is not unex-
pected, since the amount of normal variance in
intelligence accounted for by the overall brain
size, though significant, is relatively slight. Also,
the greater average bulk of the male than the
female brain is not accompanied by an overall
greater intellectual capability. A more refined
measure of brain size would perhaps take
account of local differences in the amount of
infolding of cortex, the gray matter being layered
around the folds. There is a dissociation between
the size of Broca’s area, which is greater on the
right, and its infolding, which is greater on the
left (Falzi, Perrone, & Vignolo, 1982). However,
other areas are known to have more bulk on
the left side in right-handers, notably the
planum temporale (Geschwind & Levitsky,
1968; Witelson & Kigar, 1988). In any case,
bulk of a brain area may not only reflect the
number of its neurons. An area that is demar-
cated by gyral boundaries is not necessarily
demarcated architectonically, or unitary in its

function. There may be variation in how tightly
packed neurons are, in the richness of their con-
nections, or the precision of their organization
and normality of their morphology. In the four
cases of dyslexia documented by Galaburda,
Sherman, Rosen, Aboitiz, and Geschwind
(1985) in whom dysgenesis of neurons in various
left cerebral areas was found at autopsy, brain
bulk as observed on CT scan did not deviate
from the norm. But a special case exists, a struc-
ture the cross-sectional area of which does reflect
the number of nerve fibers it transmits: the cor-
pus callosum. Its area in cross-section did corre-
late positively with performance in certain tests
of laterality and attention in multiple sclerosis
(Reinvang, Bakke, Hugdahl, Karesen, &
Sundet, 1994) and in normals (Yazgan, Wexler,
Kinsbourne, Peterson, & Leckman, 1995).

A further impediment to linking brain
asymmetry with differential skill in higher men-
tal functions derives from comparative data.
Yeni-Komshian and Benson (1976) found that
the planum temporale is larger on the left than
on the right in chimpanzees, a species not noted
for its verbal ability. In summary, although it is
intriguing that morphological asymmetries are
“invariant” across development, they have not
been validated as indices of function, and corre-
spondingly their existence in the newborn cannot
be used as evidence that language precursors are
lateralized.

A number of anatomical asymmetries are
already present in the brain of the newborn
infant (Spreen, Risser, & Edgell 1995). Although
a host of specializations emerge as the child
grows up, increasing size of their lateralized
neural underpinnings is not a factor.

There has been a recent revival of the phre-
nological assumption, that more is better, driven
by the availability of structural MRI and of
generous research funding. This has led to an
explosion of studies with the overall goal of
identifying “biological markers” that demon-
strate associations between diminished or
increased size of parts of the brain in a host of
diverse “dysfunctions.” The theoretical basis for
conclusions to be drawn is undermined by the
fact that if the structure is too small, neurons,
dendritic trees, and/or synapses can be thought
to be depleted, and when it is too large, as the
brains of people with autism often become in the
course of the first year of life, synaptic pruning is
held to have been lacking. Research advances
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commensurate with resources expended on
structural/volumetric imaging have yet to
become available.

Peripheral Laterality

The infant cannot do things that are used to
classify more mature individuals into those who
are right-handed and those who are not. How-
ever, certain motor biases may predict hand pre-
ference. As early as 12 weeks of gestation, the
fetus makes more right than left-hand move-
ments. This indicates that motor asymmetry
can arise under spinal control, before the higher
centers have become functional (McCartney and
Hepper, 1999). The newborn infant is not cap-
able of behavior so differentiated as to involve
the use of one hand and arm only. But within his
or her repertoire is a lateral orienting synergism,
the asymmetric tonic neck response, which
includes turning of head and eyes to one side,
extension of the ipsilateral arm and leg, and
flexion of the contralateral arm and leg. Since
head turning from side to side has been observed
in the fetus, it must be under neural control at
that early stage, and the asymmetries in head
turning that are seen at birth are thought to
reflect asymmetries in the neonatal nervous sys-
tem (Ronnqvist and Hopkins, 1998).

Head turning can be seen as a precursor of
locomotion toward one side, though the infant is
lying supine. The outstretched arm may be a
precursor for reaching and pointing. Be that as
it may, Gesell and Ames (1947) first observed
that spontaneous head turning in infants is more
often to the right than to the left, and in a follow-
up study with a small sample they found a rela-
tionship between the direction of the most
frequent head turning in the infant and subse-
quent hand preference. Notably, all four of the
infants who showed predominantly leftward
head turning subsequently became left-handers.
There is now good circumstantial evidence for a
developmental sequence of peripheral laterality
arising from the asymmetric tonic neck response
that is first evident after the intrauterine age of
32 weeks (Turkewitz, 1977). Nevertheless,
Liederman and Kinsbourne (1980a) found that
asymmetry of head turning represents a motor,
and not a sensory, bias. They observed an overall
rightward turning bias in children of right-
handed parents but not in children with

one non-right-handed parent (Liederman &
Kinsbourne, 1980b).

It is possible that asymmetric head turning
takes place even in utero. The infant’s head is
most often turned to the right as it descends
(headfirst and backward relative to the mother)
through the birth canal. Churchill, Igna, and
Senf (1962) reported that more LOA than
ROA babies turn out to be right-handed at
2 years of age. They attributed this to hypothe-
sized hemisphere injury by pressure against the
pelvic floor—right hemisphere in LOA, left
hemisphere in ROA. This does presuppose a
staggering amount of birth-related cerebral
damage. If the child who is predisposed to
become dextral (and with a more prominent
left than right occipital region; LeMay, 1992)
has a more vigorous rightward turning tendency,
even in utero, and vice versa, and this is one
determinant of the presentation of the fetal
head, the findings can be accounted for without
invoking uncorroborated pathology.

Attempts to identify lateral biases in leg
movements (“footedness”) have yielded incon-
sistent results. However, 2- and 3-month-old
infants grasp an object longer with the right
than with the left hand (Caplan & Kinsbourne,
1976; Hawn & Harris, 1983) and at 5 months
infants reach more frequently to the right
(Cohen, 1966, Hawn & Harris, 1983; Seth,
1973). After pointing has emerged toward the
end of the first year, it is more frequently accom-
plished with the right hand (Bates, O’Connell,
Vaid, Sledge, & Oakes, 1986). The situation is
complicated by evidence that the hand preferred
for activities at the appropriate developmental
level fluctuates, perhaps systematically, within a
subject during the first year of life (Halverson,
1937; Liederman, 1983; Ramsey, 1984). The
fluctuation may reflect epochs in which one or
the other hemisphere is in a phase of relatively
more active development. A mechanism that
might relate actively developing brain to the fre-
quency of corresponding hand use was provided
by Kinsbourne (1970). He proposed an activa-
tional model by which activities in a given hemi-
sphere overflow to hemispheric facilities not
primarily involved in the activity in question.
Contrary to the assumption that handedness
emerges from diffuse movement patterns in
infancy, its antecedents are already differen-
tiated at birth. In summary, a motor bias that
in most individuals is targeted rightward clearly



DEVELOPMENT OF CEREBRAL LATERALIZATION IN CHILDREN 53

exists as early as at birth or even before and is a
major determinant of the side of the subse-
quently preferred hand.

Infant Central Laterality

The asymmetry in size of the right and the
left planum temporale has been documented in
neonatal brains and in the fetus as early as 29
weeks of gestation (Chi, Dooling, & Gilles, 1977;
Wada, Clark, & Hamm, 1975; Witelson & Pallie,
1973). With respect to function, several studies
of infants have documented differential response
to speech and non-speech input depending on its
side of origin. Entus (1977) used the paradigm of
high-amplitude non-nutritive sucking to indicate
orienting to a change in stimulus state. When
2-month-old infants habituate to a constant
sound they stop sucking. If that sound changed
discriminably, the sucking is dishabituated and
resumes. Entus presented tape-recorded speech
and music. Given changing speech sounds, suck-
ing stopped earlier if the changed sound was
presented to the right ear. With music the same
was true for the left. Although Vargha-Khadem
and Corballis (1979) did not replicate these out-
comes, Best, Hoffman, and Glanville (1982) pre-
sented similar findings using a heart rate
dishabituation paradigm, as did Molfese,
Freeman, and Palmero (1975) using amplitude
of evoked potential. Amplitudes were higher
over the left brain for speech, over the right
brain for music, in newborns. MacKain,
Studdert-Kennedy, Spieker, and Stern (1983)
found infants better able to coordinate seen
(lip) and heard aspects of an observed speech
act when turning right toward the speaker than
when turning left. Young and Gagnon (1990)
reported that newborns turn more to the right
than left when they hear speech. Segalowitz and
Chapman (1980), studying premature infants,
found that a verbal input caused a quieting of
movements of the right arm and leg and musical
input a quieting on the left.

These findings are fragmentary and quali-
tative and not always confirmed (Shucard,
Shucard, Cummins, & Campos, 1981). Never-
theless, precursors of aspects of verbal behavior
are observably present and lateralized as pre-
dicted by the invariant lateralization hypothesis
as early as at or even before birth. Pena et al.
(2003) played speech and backward speech to
sleeping newborns and found a larger increase

in left temporal blood flow, indicating increased
metabolic activity of the neurons, for
forward speech. Dehaene-Lambertz, Dehaene,
and Hertz-Pannier (2002) compared speech
(forward and backward) with silence. Speech
generated strong left temporal activation as
compared to silence. The left-hemisphere dom-
inance for speech in early infancy was similar in
degree to that of adults. Nor does the right hemi-
sphere lag in specialization. Homae, Watanabe,
Nakano, Asakawa, and Taga (2006) found
increased right temporo-parictal blood flow
when normal speech was subtracted from flat-
tened speech. The prosodic element (intonation)
generated right-hemisphere activation (again, as
it does in adults). An intriguing finding relates to
lateralization of perception of emotion, which is
right-sided in adults (Schwartz, Davidson, &
Maer, 1975). In infants less than I-year old,
Davidson and Fox (1982) monitored power
spectrum EEG changes while they discriminated
faces. Even at this early age the right hemisphere
was more involved than the left in the discrimi-
nation of facial affect. Segalowitz and Berge
(1995) reviewed research on the interaction of
right versus left EEG activation with emotional
state in infants.

Evidence that left thalamic nuclei are
involved in verbal behavior and right thalamic
nuclei in visual behavior (Ojemann, 1977) fits
with the notion that there are lateralized
selector mechanisms at a brain stem level that
implement categorical (hemispheric) mental set
(Kinsbourne, 1980). The subcortical mechan-
isms are perhaps involved, if not in the actual
mental processing, of which the infant is not yet
capable, then in facilitating its prospective
occurrence, by implementing lateralized ascend-
ing activation of cortex.

Emergence of Hand Preference in Children

Asymmetries in movement patterns have
been observed as early as the tenth week of
gestation. McCartney and Hepper (1999) stu-
died fetuses between 12 and 17 weeks of gesta-
tion. Significantly more right than left arm
movements were observed. Therefore motor
laterality appears well before cerebral laterality
of structure and function become operational.
When the child has become capable of reaching,
grasping, and pointing, movements analogous
to the activities based on which hand preference
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is determined, the choice of hand used is under
control of factors that will cease to operate as
maturation proceeds. Notable is the tendency of
infants not to cross the midline when they reach
for things (Provine & Westerman, 1979). If the
target is slightly to one side of the center, the
child reaches with the ipsilateral limb regardless
of hand preference. It is not that there is any
motor constraint on reaching across the midline.
If the child is already holding a desired object in
the ipsilateral hand, he or she does cross
the midline in picking up the target with the
free hand (Hawn & Harris, 1983). Otherwise,
the infant’s “prewired” tendency to orient to
the side of stimulation (use the hand ipsilateral
to the target) overrides motor preference.
This could explain why Goodwin (cited in
Liederman, 1983) found that right-hand prefer-
ence on a reaching task at 19 weeks strongly
predicted hand preference at 3 years, but left-
hand reaching preference did not. Unimanual
preference for reaching at 7 weeks predicts the
dominant hand for bimanual manipulation at
13 weeks (Ramsey, 1980).

Infants’ tendency not to reach out and cross
the midline seems to be a consequence of imma-
ture brain organization. When developmentally
delayed individuals are slow to establish hand
preference, that may be because they are still
under the control of this more primitive mechan-
ism. Even when it becomes possible to observe
the child’s choice of hand in a number of stan-
dard unimanual activities, the young child dif-
fers from the older individual in sometimes being
inconsistent in which hand performs which
activity (a factor separate from the question of
which hand is preferred for activities overall).
Palmer (1964) observed this “ambiguous” hand
preference (Silva & Satz, 1984) in normal chil-
dren. We will return to it when discussing chil-
dren with mental retardation and autism.

Consistent hand preference tends to be
established in the preschool years and to persist
unless the individual is subjected to contrary
cultural pressure. Children who showed left-
handed tendencies used to be constrained to
use the right hand instead, generating shifted
sinistrals who would use the right hand at least
for socially conspicuous activities like writing
and holding tableware. Such people might still
be more dexterous on the left, and giving them a
novel activity to perform may reveal their left-
hand preference. Nowadays this type of pressure

has been relaxed in the West (though it persists in
east Asia) (Teng, Lee, Yang, & Chang, 1976).
This is presumably the reason why Western off-
spring have a higher probability of being non-
right-handed than their parents. Levy (1976)
reported that left-handers constituted 2.2% of
the US population in 1932, but more than 11%
by 1972.

Using positron emission tomography while
left-handed children who were “switched” were
writing with their right hands, Siebner et al.
(2002) observed persisting activation in the
right hemisphere. They suggest that this repre-
sents the continued necessity to inhibit left-hand
movements during the writing process.

Frequently documented within the left-
handed population is the position of pen in
hand, a distinction being made between the
inverted position in which the point of the pen
is held below the tip of the thumb and index
finger and the non-inverted in which the pen is
held in the same way as right-handers. Inverted
handwriting posture is considerably more com-
mon in males. It develops during the grade-
school period. It may reflect certain biological
differences in brain organization (Levy & Reid,
1976). With respect to motor behavior the non-
inverter exhibits a more bilateralized or right-
hemispheric type of control and the inverter
seems to be more ambidextrous (Parlow &
Kinsbourne, 1981).

The prevalence of inverted writing position
among left-handed developmentally disabled
individuals is not known. It might be of interest,
however, because Searleman, Porac, and Coren
(1982) found it to be more common after birth
stress.

Development of Central Laterality in Childhood

Most of the evidence derives from two
sources, lateralized brain lesion effects and later-
ality testing in normal children, and relates to the
language function. Laterality paradigms reveal
the effects of functional lateralization on
the control of behavior. Which hemisphere is
dominant for a particular mental operation is
revealed by a bias in how efficiently the relevant
task is performed when the pertinent input ori-
ginates from the right versus the left side of
extrapersonal space. Each hemisphere also con-
trols the elements of contralateral turning: faster
orienting contralaterally, with consequent faster



DEVELOPMENT OF CEREBRAL LATERALIZATION IN CHILDREN 55

information pickup, and faster response in that
direction by limb or gaze. Thus, the task-specific
activation of the specialized hemisphere intro-
duces a slight but observable contralateral turn-
ing bias. Kinsbourne (1972) demonstrated that
verbal thinking generates rightward orienting
(gaze and head turning), whereas spatial thought
occasions more left than right gaze shifts. Con-
versely, verbal learning during rightward head
turning was greater than during left turning
(Lempert & Kinsbourne, 1982). This method
has as yet been little used in developmental
studies. However, Barrera, Dalrymple, and
Witelson (1978) did report more left gaze during
visual processing of faces by infants, and
MacKain et al. (1983) found infants better able
to map visual on auditory components of speech
signals when orienting rightward.

Dichotic listening and visual half-field view-
ing are the usual techniques for determining
laterality of input processing. In dichotic listen-
ing, speech sounds, syllables, or words are simul-
taneously presented to both ears. The subject is
asked either to report all stimuli (“whole report™)
or to listen separately to the right ear only and to
the left ear only while ignoring words on the non-
attended side (“selective listening”). In “whole
report” a laterality index is computed to repre-
sent the extent to which the subject is able to
correctly report input through the right ear as
compared with the left. In selective listening the
subject’s ability to identify input from the speci-
fied ear is compared for the two ears, and so also
is the incidence of responses that represent inter-
ference from the ear not to be attended. Normal
right-handed adults as a group exhibit right-ear
advantage (i.c., they are better able to identify
material presented to the right ear than the left
under both whole and selective reporting condi-
tions). More intruding stimuli from the right ear
are normally reported when selectively listening
to the left than vice versa (Treisman & Geffen,
1968).

Asearly as 3 years of age, a right-ear advan-
tage has been repeatedly demonstrated (Ingram,
1975, Kinsbourne & Hiscock, 1977; Nagafuchi,
1970; Piazza, 1977). Thus, a greater engagement
of the left hemisphere in verbal auditory proces-
sing can be accepted. The question remains: Is
the degree of this effect as great in children as in
adults or is it that although lateralization has
already occurred to some extent by age 3, it will
subsequently increase further?

Whereas the direction of group mean ear
advantage is an acceptable index of the side of
the cortex that is dominant for the task in ques-
tion, the degree of asymmetry is a dubious index
for “degree of lateralization,” which is itself a
dubious concept. There are numerous factors
that interact with differential hemispheric spe-
cialization to generate ear advantages that differ
in degree, even when the same subject is tested
under different circumstances or with different
dichotic test materials. The test-retest reliability
for dichotic listening ranges between about
0.5 and 0.8 (e.g., Bakker, Van der Vlugt, &
Claushuis, 1978; Hiscock & Kinsbourne,
1980a). This degree of variability is hardly com-
mensurate with an index that reflects a fixed
structural characteristic. Direction of gaze and
direction of movement in the visual environment
can both influence the degree of right-ear advan-
tage (Hiscock, Hampson, Wong, & Kinsbourne,
1985). Perhaps still more important is task diffi-
culty. The extent to which items from one ear
have to be held in memory while those from
another are reported (Inglis & Sykes, 1967) can
be a major factor if there is a bias to report
stimuli from a particular ear first (Bryden &
Allard, 1981). For these reasons it would not
have been immediately clear how to interpret
any interaction between age of child and degree
of right-ear advantage for verbal material, had
such been found. In fact, most competent studies
failed to find such an interaction. Instead, the
degree of ear advantage is roughly invariant,
consistent with the invariant lateralization
hypothesis. The proportion of interfering
response from right versus left ear is also invar-
iant across a wide age range in childhood
(Geften, 1978; Geffen & Wale, 1979; Hiscock &
Kinsbourne, 1977, 1980a). Progressive laterali-
zation gains little support from dichotic listening
studies both in its original strong form, positing
a gradient of lateralization culminating at pub-
erty (Lenneberg, 1967), and in its weak form,
restricting that gradient to the first 5 years of
life (Krashen, 1973). If lateralization develops
at all, its development is completed by age
3 (Porter & Berlin, 1975), the youngest age at
which it is feasible to perform dichotic testing in
the conventional manner. However, Lokker and
Morais (1985) tested children aged 1-3 years
dichotically, using selective reaching for an
object rather than speech as the response. They



56 CHAPTER 3

too found a right-ear advantage for children of
right-handed parents.

The visual method of verbal laterality test-
ing is less generally applicable to preschoolers
because it relies on the written word. When
grade-schoolers were presented with words that
they could easily read, then the usual right half-
field advantage was found, regardless of age
(e.g., Marcel and Rajan, 1975).

The lateralization of speech output control
in the intact individual can be determined by
the method of verbal-manual interference
(Kinsbourne & Cook, 1971; Kinsbourne &
Hicks, 1978). Subjects perform a unimanual
activity, such as speeded repetitive finger tap-
ping, with one hand or the other, with or without
concurrent speaking. If speech control is latera-
lized, speaking interferes disproportionately
with the finger tapping when both activities are
controlled by the same hemisphere (i.e., left
lateralized speech interferes more with right
than with left finger tapping). With this para-
digm there is a differential interference with
right-hand performance in children as young as
3 years. This indicates that speech is already
lateralized to the left at that age, supporting
invariance of lateralization for speech produc-
tion (Hiscock & Kinsbourne, 1978, 1980b; White
& Kinsbourne, 1980). The invariance hypothesis
was recently supported by functional imaging
(Wood et al., 2004).

Less is known about the ontogeny of later-
alization for those non-verbal activities that are
regarded as being right lateralized. Piazza (1977)
found a left-ear advantage for the dichotic pre-
sentation of environmental sounds in 3-, 4-, and
S-year-olds, and Saxby and Bryden (1984) con-
firmed this for 5-year-olds (although in an earlier
study, Knox and Kimura (1970) found some-
what weaker left-ear effects in 5- and 6- than in
7- and 8-year-olds). Sidtis, Sadler, and Nass
(1987) found no interaction with age of left-ear
advantage in the discrimination of complex
tunes in children aged 7-12 years. For tachisto-
scopic face recognition, left visual field advan-
tages are found in quite young children,
unaffected in degree by age (Marcel, Katz, &
Smith, 1974; Turkewitz & Ross-Kossak, 1984;
Young & Bion, 1980; Young & Ellis, 1976). With
respect to the ability to discriminate shapes by
active touching (haptic perception), the typical
left-hand advantage has been found as early as
2-3 years of age (Rose, 1984). Other studies

revealed left-hand advantages for nonsense
shapes in preschoolers (Etaugh & Levy, 1981)
and grade-schoolers (Affleck & Joyce, 1979;
Flanery & Balling, 1979; Klein & Rosenfield,
1980; Witelson, 1974, 1976), but only Flanery
and Balling found a developmental trend.

Briefly exposed faces are equally well iden-
tified on either side of the midline until about age
7, when a left half-field advantage begins to
emerge, earlier in boys than in girls (Carey &
Diamond, 1994). This finding illustrates a fun-
damental issue in interpretation. Whereas the
gradual emergence of an asymmetry could
indeed imply progressive lateralization, it could
as readily indicate the emergence of a processor
that had not been functional in the less mature
brain. If space perception calls for particular
processing skills that normally only emerge
toward the end of the first decade of life, then
presenting a spatial-relational task to younger
children will yield a lack of asymmetry by
default, rather than indicate that at that age
both hemispheres were processing the material
in question to a comparable extent.

The absence of interaction between degree
of lateral asymmetry and age in most studies
simplifies the task of explanation. In addition
to supporting lateralization invariance, it side-
steps the dilemma of interpreting between-group
differences in the degree of laterality bias in the
same direction. The assumption that degree of
lateral asymmetry indexes degree of lateraliza-
tion of the critical task-related mental operation
(Shankweiler & Studdert-Kennedy, 1967) has
never been substantiated. Indeed, it is unclear
what is meant by greater or lesser degree of
lateralization. Does the distinction assume that
both hemispheres participate in the task, though
to a varying extent unequally? If so, are they
redundant in their contribution, or complemen-
tary? If unilateral brain damage occurs, should
the function in question be compromised by
damage on both sides, in proportion to the
degree of lateralization on each side? If so, no
such intimation from lateral brain injury exists.
Given the many factors that, for instance, mod-
ify asymmetry in a dichotic test—task difficulty,
task aptitude and motivation, the extent of sti-
mulus dominance, and perhaps whatever else the
subject is thinking about and how (happy or
sad) he or she is feeling, it is hardly surprising
that the literature on degree of lateralization is
inconsistent in the extreme. Two related areas
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to which the concept has been vigorously applied
are gender differences and age at puberty differ-
ence in degree of lateralization. It is little
wonder that the literature in both fields is a
morass of inconsistencies. Operationally, later-
ality tests (and lateral brain damage effects)
can only guide us in a choice between three
alternatives: left lateralized, right lateralized,
bilateralized.

Lateralization Probed by Lateral Cerebral
Damage

If language lateralization is invariant, then
left-brain damage should be equally likely, and
right-brain damage equally unlikely, to cause
aphasia or delayed language development in
right-handed children as in adults (acutely—
whether the probability or rate of compensation
changes with increasing age is a separate issue).
Contrary to earlier impressions (Basser, 1962),
this is approximately the case. In Woods and
Teuber’s (1978) series, the incidence of aphasia
in right-handed children aged 2-14 was about
70% versus 7% for left- and right-sided cerebral
damage, respectively. The implication that the
left hemisphere is specialized early for language
is corroborated by series of children who suf-
fered lateral cerebral damage before the
emergence of language would be expected. The
long-term language outcome is less favorable if
the early damage was left-sided (Kershner &
King, 1974; Kiessling, Denckla, & Carlton,
1983; Rankin, Aram, & Horwitz, 1981;
Vargha-Khadem, O’Gorman, & Watters,
1985), at least in terms of syntactic proficiency
(Aram, Ekelman, Rose, & Whitaker, 1985;
Dennis & Kohn, 1975; Rankin et al., 1981).
Left-sided brain injuries sustained before age
5 result in less favorable intellectual outcome
than later injuries (Aram & Eisele, 1994)
although the children still progress in the usual
way through the stages of language development
and score well within the normal range of 1Q. It
follows that brain organization is not strictly
modular, but draws on distributed as well as
focalized neural processing, at least during men-
tal development.

Although lateralization of language
remains invariant throughout its development,
the locus of compensation after damage to the
language area of the child’s brain does not.

Penfield and Roberts (1959) reported on the
incidence of aphasia after left temporal lobect-
omy in epileptic adults. When lesion onset was
prior to 2 years of age, the probability of aphasia
was much less than when the damage had
occurred subsequently in childhood. It appears
that territories in both hemispheres have the
potential to compensate for injury to the lan-
guage area. Right-sided territories are more
likely to assume a compensatory role the earlier
the lesion occurred, and perhaps the more exten-
sive it is. Studying children with unilateral focal
brain lesions, Chilosi et al. (2005) found both a
rightward shift of language representation
(inferred from dichotic listening) and inferior
language development at 2 and 3 years of life in
children whose lesions were left-sided. Perhaps
right-hemisphere territories that normally con-
trol other processes are preempted for purposes
of the compensatory functioning (“crowding
hypothesis” of Teuber and Rudel, 1962) to the
detriment of their customary role. Many adult
aphasics program their residual or recovering
speech from the uninjured right side of the
brain (Kinsbourne, 1998). We conclude that lan-
guage precursors rely on the same hemisphere
that subserves language in its full maturity. The
earliest manifestation is perhaps a selective acti-
vation of that hemisphere in a verbal context,
well before its neural substrate has matured to
the point that language processing is feasible. As
language ability differentiates, language proces-
sing may involve, not a shrinking, but an
expanding neural base within that same hemi-
sphere (Satz, Strauss, & Whitaker, 1990).
Supportive evidence for early right-sided
lateralization derives from studies of right-
hemisphere lesion effects in childhood (Ferro,
Martins, & Tavora, 1984; Kohn & Dennis,
1974; Stiles-Davis, Sugarman, & Nass, 1985).
They all found spatial deficits analogous to
those observed in adults after right-hemisphere
damage. The fact that lateralization is invariant
is not contradicted by the claim that lateralized
findings emerge serially over time within each
hemisphere (Satz, Strauss, & Whitaker, 1990).
The latter phenomenon is better characterized
as progressive intrahemispheric specialization
than lateralization. Obviously different specia-
lized central facilities become functional at dif-
ferent times throughout childhood. Whether
their intrahemispheric base shrinks, expands, or
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remains the same during this process has not
been determined.

The impressively consistent evidence in
favor of invariant lateralization for the major
functions of both hemispheres offers a conveni-
ently simple standard of reference against which
to evaluate the frequently offered suggestion
that children with a variety of developmental
disabilities are anomalously lateralized, and
that this causes the behavioral deficit.

Lateralization in Developmental Deficit

Introduction

Perhaps because developmental deficits
offer so few clues beyond their surface phenom-
enology for their pathogenesis, lateralization has
often been invoked as a possible factor. Alleg-
edly, the normal lateralization of hemispheri-
cally specialized cognitive functions failed to
occur, the assumption being that when cognitive
processing is based on both hemispheres it is
relatively primitive and necessarily inefficient.
This logic depends crucially on the notion that
lateralization is normally progressive and that
when this progression is impaired, the end result
is a cognitive deficit. As we have seen, the evi-
dence for progressive lateralization is lacking; if
anomalies of lateralization are to be found in
developmental disabilities, some other explana-
tion has to be sought. There is, in fact, a greater
incidence of unusual forms of lateralization in
developmental deficits, but the causes and impli-
cations of these differences remain quite
obscure. They may be coincidental and non-spe-
cific. Furthermore, there is a coincidence
between absence of the usual left lateralization
of language in various disabilities and an
increased prevalence of non-right-handedness
in the same conditions (though the central and
peripheral laterality anomalies by no means cor-
relate perfectly). I first consider the data on hand
preference.

Hand Preference in Developmental Disabilities

Not only is the non-right-handedness more
common among the mentally retarded and lan-
guage and learning delayed, but the non-right-
handed subgroups of these populations tend to
be more severely affected. For example, Hicks

and Barton (1975) found severe and profoundly
mentally retarded individuals to be even
more often non-right-handed than mild and
moderate, who in turn were more often non-
right-handed than the general population.
Bradshaw-McAnulty, Hicks, and Kinsbourne
(1984) confirmed this finding and related greater
severity of the mental retardation to a greater
probability of non-right-handedness in one
or other parent. In infantile autism, non-right-
handedness is particularly prevalent (Colby &
Parkinson, 1977; Tsai, 1982), and several inves-
tigators have found the lower-functioning
autistic individuals to be more often non-right-
handed (e.g., Fein, Humes, Kaplan, & Lucci-
Waterhouse, 1984). Indeed, in mental
retardation, and particularly in autism, the
hand preferred even for a single activity is apt
to change from trial to trial (ambiguous handed-
ness, according to Silva & Satz, 1984; see also
Soper, Satz, Orsini, Van Gorp, & Gireer, 1987).
Non-right-handedness is relatively common in
stuttering and in language delay. In selective
reading  disability  (dyslexia), non-right-
handedness is relatively prevalent, again espe-
cially among the most severely affected children,
who are to be found in clinical settings and in
special schools for the learning disabled (Satz,
1976). An excess of non-right-handedness is gen-
erally not found among relatively poor readers
as compared with good readers in the general
school population.

Sharply contrasting explanations for this
conjunction of findings have been offered.
(1) Presuming that peripheral non-right-
handedness implies a corresponding absence of
central lateralization, the latter deficiency is
incriminated as inducing a processing ineffi-
ciency (Orton, 1937). (2) Some left-handedness
(Satz, 1972) or even all left-handedness (Bakan,
1971) is related to early left-hemisphere pathol-
ogy (syndrome of pathological left-handedness
of Satz, Orsini, Saslow, & Henry, 1985), and
such early pathology is also likely to induce
diverse developmental disabilities. (3) A postu-
lated adverse influence early in development
both diminishes language lateralization and
impairs the evolving competence of the language
hemisphere (Geschwind & Behan, 1982).
(4) Becoming non-right-handed and suffering
from a wide range of developmental disorders
are consequences of an adverse influence on the
fetal brain (“maternal immune attack™) which is
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generated by mothers who are susceptible to
diseases of the immune system (Crawford,
Kaplan, & Kinsbourne, 1994).

The second and third of these models are
only applicable to those developmental deficits
that can plausibly be attributed to malfunction-
ing of the left (language) hemisphere, rather than
of the cerebral cortex as a whole. Language and
reading disabilities are a case in point, and autism
used to be so regarded (Rutter, Bartak, &
Newman, 1971) although the evidence against
this view is now very strong (Fein et al., 1984).
However, it then also has to be explained why the
right hemisphere does not compensate for the
hypothesized left-sided malfunction, given its
well-known ability to compensate for the effects
of gross early left-hemisphere damage. For men-
tal retardation and perhaps autism, in which con-
ditions a more general cerebral deficit seems
likely, explanations (2) and (3), targeted on the
left hemisphere, lose force. However, conceivably
more than one of the above-postulated mechan-
isms might come into play in the same individual.
For instance, there is circumstantial evidence that
right- as well as left-handed members of relatively
sinistral families are more at risk for developmen-
tal deficit, or for having more severe deficit
should early damage occur (Kinsbourne, 1986).
The damage to which such individuals are vulner-
able could in turn, when it implicates the left
hemisphere, not only impair cognition, but also
shift the hand preference phenotype to sinistral,
in a genotypic dextral (pathological left-
handedness). This would increase the prevalence
of non-right-handedness among the affected
family members beyond the level that prevails
within their already relatively sinistral family
(Bradshaw-McAnulty et al., 1984).

Central Laterality in Developmental Deficits

The measurement of central laterality
requires a degree of cooperation from subjects,
and perhaps for that reason, has most often been
attempted in people whose developmental defi-
cits are relatively mild, namely, the learning dis-
abled. These consist of two main subgroups:
children with attention deficit and children with
central processing difficulties (Kinsbourne &
Caplan, 1979). A sample of the former was
found to be normally lateralized by a dichotic
(Hiscock, Kinsbourne, Caplan, & Swanson,
1979) and a visual (Naylor, 1980) laterality test.

Therefore, studies have concentrated on the lat-
ter, and especially on the reading-disabled sub-
group (“dyslexics”), under the influence of the
persisting notion that dyslexia is the result of
failure of left language lateralization (Orton,
1937; Zurif & Carson, 1970). But enough studies
have found normal verbal laterality in learning-
disabled children (e.g., Bouma & Legein, 1977,
Caplan & Kinsbourne, 1982; McKeever & Van
Deventer, 1975; Marcel et al., 1974; Marcel &
Rajan, 1975) to indicate that failure of left-sided
language lateralization is not a viable explana-
tion for selective reading disability (reviewed by
Hiscock & Kinsbourne, 1995).

The lack of evidence for abnormal laterality
does not imply, however, that the left-sided lan-
guage areas are normal in dyslexic children. Pat-
chy microdysgenesis has been identified at
autopsy (Galaburda et al., 1985). Alternatively,
the left hemisphere might be undersupplied by
ascending activation, rendering it hard for the
child to muster verbal skills in full force to solve
what is for him or her a difficult verbal problem
(Kinsbourne, 1980). Such an activational insuf-
ficiency might also generate a relatively non-
verbal (right-hemispheric) cognitive style in dys-
lexic children (Caplan & Kinsbourne, 1982).
Obrzut, Hynd, Obrzut, and Pirozzolo (1981)
found learning-disabled children better able
than normally reading controls to listen selec-
tively to left-ear input. Obrzut, Hynd, and
Zellner (1983) obtained comparable results in
visual laterality. The voluntary attentional shift
could override a diminished rightward atten-
tional bias engendered by the presumably rela-
tively weak left-brain activation of the dyslexics.
Yet another possibility is that dyslexic children
fail to distribute verbal and spatial computation
to different hemispheres (Obrzut, Boliek,
Bryden, & Nicholson, 1994). If so, their behavior
is analogous to that of normal adult left-
handers, using the preferred direction of reflec-
tive lateral gaze as the dependent variable
(Kinsbourne, 1972).

Bakker, Licht, Kok, & Bouma (1980) used
an electrophysiological approach to distinguish
subgroups of dyslexics that are deficient in right-
and left-hemisphere functioning, respectively.
Evoked potential studies lend support to the
view that dyslexic children may exhibit abnor-
mal responses in one hemisphere when tested,
but the stability of those patterns has not been
proven (Fried, Tanguay, Boder, Doubleday, &
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Greensite, 1981; Mecacci, Sechi, & Levi, 1983).
If stable, they could reflect lateralized activa-
tional deficiencies.

Absent and reversed anatomical cerebral
asymmetries abound in dyslexics (reviewed by
Hynd, Marshall, Hall, & Edmonds, 1995). As
these authors point out, the significance of such
findings is also qualified by their presence in
many people in the general population. Either
they are devoid of functional significance or,
conversely, they account not only for extreme
individual differences (as in learning disability)
but also for individual differences considered to
be within the normal range. Advances in quanti-
tative MRI have now made the latter possibility
amenable to study in the normal population.

Stuttering is an early arising deficit
(3-5 years of age) in which maladaptive rivalry
between the cerebral hemispheres for control of
speech has long been suspected (Travis, 1927).
The concept of stuttering as due to incomplete
lateralization of speech was dramatically sup-
ported by case studies of four left-handed
stutterers with lateralized cerebrovascular con-
genital anomalies (Jones, 1966). Intracarotid
amytal testing before operation found them to
be bilateralized for speech. After operation,
repeat amytal testing showed that speech control
had become restricted to the normal (unoper-
ated) hemisphere. Also, after the operation, the
patients ceased to stutter. This could be because
the operation had titled rivalry in favor of a
single hemisphere. However, comparable studies
of three more right-handed stutterers without
brain damage have not yielded comparable find-
ings (Andrews, Quinn, & Sorby, 1972), and both
behavioral and EEG laterality were normal in
the stutterers (Pinsky & McAdam, 1980). As in
dyslexia, it is more likely that in most stutterers
any cerebral abnormality is of a dynamic rather
than a static nature, for instance, contralateral
interference with left-hemisphere activation for
stuttered speech acts only. In the regional
cerebral blood flow study of Wood, Stump,
McKeehan, Sheldon, and Proctor (1980), stut-
terers were judged to have inadequate left-
hemisphere activation (normalized when the
stuttering was relieved by haloperidol). The
influence of excessive right-hemisphere activa-
tion may explain the familiar fact that stuttering
only appears, or is at its height, when the indivi-
dual is anxious. Anxiety is associated with
increased activation of the right frontal lobe

(Wiedeman et al., 1999), aggravating the dis-
torted activation balance between the
hemispheres.

Is the stuttered speech itself the cause of
the diminished left-hemisphere activation?
Blomgren, Nagarajan, Lee, Li, Aloord (2003)
found that stuttered speech was associated with
bilateral activation, rather than the usual left-
sided activation, even when subjects made lin-
guistic judgments without speaking.

For autistic spectrum disorders, both bilat-
eral failure to lateralize and right-brain domi-
nance have been proposed. But it seems more
likely that heterogeneous patterns of cerebral
specialization occur within the autistic popula-
tion, and that no one pattern of lateralization
constitutes a necessary condition for autistic
symptomatology to appear (Kinsbourne, 1987).
Among the heterogeneous mentally retarded
population, Down syndrome individuals have
been credited with anomalous perceptual later-
ality (Hartley, 1981; Pipe, 1983), indicating
reversed cerebral dominance. But Tannock,
Kershner, and Oliver (1984) found a right-ear
advantage in Down syndrome, and Parlow,
Kinsbourne, and Spencer (1996) found no later-
ality differences between Down and non-Down
severely mentally retarded adults and an overall
pattern for both laterality of verbal input and
verbal output control that was comparable to
the norm.

The scientific literature points to the follow-
ing conclusions:

1. Laterality findings are compounded of
two interlocking elements: localized
areas of specialization and task-related
activation. The two are usually congru-
ent. However, activation for purposes of
task performance may miss its topogra-
phical mark. Conversely, areas that are
crucial to the performance of a practiced
task may exhibit little or no extra activa-
tion. If only the topography is consid-
ered, the figures may not add up.

2. Asymmetrical representation of cognitive
processes may not have evolved to meet
adaptive needs, but may be the base state,
or default option, without implications
for the efficiency of the lateralized
function.

3. Anomalous lateralization is not infre-
quent in diverse developmentally delayed
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populations. But there is no evidence that
failure to lateralize causes any of the
developmental delays. Indeed, how well
a cognitive process works has little or
nothing to do with where it is represented
in the human brain.

4. Specialized circuitry arises from precur-
sors in the same half-brain. Hemisphere
specialization is not the endpoint of mod-
ular function imported from elsewhere in
the brain.

5. Behavioral patterns that unmistakably
usher in language development appear
at a stage of maturation at which there
are few general cognitive operations to
support their emergence. This makes it
very unlikely that language development
is compounded of the development of
facilities in more general domains. Some
brain circuitry can support language
development, either primarily or in com-
pensation.  Other circuitry cannot
(regardless of what non-language cogni-
tive skills are at hand). If general-purpose
mechanisms contribute to language
development, a process that Marcus and
Rabagliati (2006) have dubbed, after
Darwin, “descent with modification,”
they do so in an accessory fashion, well
after that development has begun.
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Development of Higher Brain Functions:
Birth Through Adolescence

LAWRENCE V. MAJOVSKI ano DAVID BREIGER

Introduction

The bane of pain in understanding the
healthy, normal, developing brain lay vainly in
the unfolding story of life’s unfinished experi-
ment as to what we know and do not know
regarding “what’s going on age-wise” and how
mapping structure onto function looks from
birth through adolescence. Higher cortical func-
tions in humans, birth through adolescence, pro-
ceed in defined age-related changes that
influence structure—function relationships. In a
five-year NIH-funded, multi-center project on
“Normal (healthy) Brain Development (birth
through 18),” findings from this report released
in July 2006 are now available to the public via
Brain Imaging Resource Network, which con-
tains a comprehensive database on 500 human
children with information collected from a wide
variety of sources, e.g., MRI, neural, cognitive,
intellectual, behavioral, and social demographic
variables.

Significant limitations in our knowledge
exist as to the processes involved in the normal
developing human brain with respect to neuro-
physiological, neurochemical, neuroanatomical,
metabolic, and other related neuroscience

LAWRENCE V. MAJOVSKI AND DAVID
BREIGER « Department of Psychiatry and Behavioral
Sciences, Children’s Hospital and Regional Medical Center,
University of Washington School of Medicine, Seattle,
Washington 98104-2499.

disciplines. Attempts have been made to corre-
late anatomical and behavioral data in a direct
manner, leading to a surfeit of postulations in
the literature against a shortage of supporting
data for known brain—behavior relationships in
children (Taylor, Fletcher, & Satz, 1984). Much
emphasis tends to be placed on proposed neural
mechanisms and theories accounting for changes
regarding development of the human central
nervous system (CNS) versus description of
changes taking place with respect to normal
development of the human brain. Major difficul-
ties exist in drawing fixed conclusions because
each human brain is unique with respect to its
molecular blueprint, cellular differentiation pat-
tern, acculturation factors, and neural growth
patterns (Cooke, 1980; McConnell, 1991).

Luria (1969a, personal communication, 1977)
stressed that what was lacking in the area of clin-
ical child neuropsychology was an integrative
scheme outlining a conceptual blueprint of normal
brain development with concomitant motor, sen-
sory, perceptual, and cognitive processes involved
in children’s higher cortical functions.

During the past 10 years, however, neuroima-
ging and brain metabolism (MRI, MRS, FMRI,
MegEEG, MSI, PETT imaging) technologies
are producing quantitative means of mapping
human brain function onto brain structure
(Kreis, Ernst, & Ross, 1993; Raichle, 1987,
Raichle et al., 1994; Reynolds, McCormick, Roth,
Edwards, & Wyatt, 1991; Stehling, Turner, &
Mansfield, 1991; Tzika, Vigneron, Ball, Dunn, &
Kirks, 1993).
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Recent research reports have shown that the
human brain continues to develop into the second
and even third decades of life with different age-
related changes from birth through 2; 2—4; 5-8;
9-12; 12-18+, involving at least two significant
patterns in neuronal maturation, i.e., white and
gray matter densities (Casey, Geidel, & Thomas,
2000; Giedd et al., 1999; Nelson, Thomas, de
Hann, 2006; Kuhn, 2006).

The main goal of this chapter is to address
highly significant facts and concepts related to
the normal developing brain from the perspec-
tive of human conception through childhood.
Major emphasis will be placed on the normal
developmental perspective with selected patho-
logical consequences that can result from abnor-
mal influences for the clinical practitioner’s
interest. Recent advances in neuroimaging mea-
surement and in vivo techniques of cerebral and
cognitive developmental processes will be
addressed in the final section of the chapter.

Development of the Human CNS

Throughout its development, one of the
brain’s many functions is to act in generating
behavior. The question of how the brain effects
control over behavior is central to the study of
human developmental neuroscience. The brain
can be viewed in one sense as a decision-making
organ system for information processing (Hill-
yard, 1987). Understanding the development of
the human CNS poses a basic problem of how
inhibition brings about the regulation and inte-
gration of higher cortical processes involved in
the brain’s development. Two major themes of
importance throughout the course of neuroem-
bryological development are the integrative
action of the component parts of the nervous
system, and cellular differentiation, i.e., how
the component parts are derived (Humphrey,
1978; McConnell, 1991; Nilsson, 1978).

A major problem in understanding the
brain’s development stems from the lack of a
blueprint as to nature’s original design. Comple-
tion of the human brain took place some 50,000
years ago. To date, knowledge is incomplete as
to the original model. In studying the brain’s
development, neuroanatomists have discovered
that the brain develops much more rapidly than
other organs. Why this is so is not known. The

influence of external signals in the environment,
e.g., acculturation, on the brain is incalculable
and is changing its structure more rapidly today
than ever before (McConnell, 1991).

The human nervous system contains an
estimated 10°neurons in the CNS, another
30 x 10°in the cerebellum itself, plus some
10'"'granular cells within the cerebellum’s
macromolecular layers. There are an estimated
10'? glial cells crucial to the function and sup-
port of neurons. It is the association of these cells
and their neurochemical communication links
that makes humans human.

The human nervous system can be divided
into three major aspects: central, peripheral, and
autonomic. All three act in concert to control
behavioral activities (e.g., motor, sensory,
acoustic, optic). It is commonly held that the
brain is the organ system that controls human
behavior (Gottlieb, 1976a,b). A key element in
attempting to understand how the brain works is
the problem of inhibition and its role in human
behavior. Exactly how the brain accomplishes
control (inhibition) is not fully understood but
part of the answer lies in the unfolding of the
brain’s morphology through the process of cel-
lular differentiation.

Morphology

The CNS is usually defined as the brain
(encephalon) and spinal cord (medulla spinalis)
which develops from the medullary plate of the
ectoderm. The brain lies in the cranial cavity
surrounded by a bony capsule. The spinal cord
is situated in the vertebral canal surrounded by
vertebrae. Both are covered by cranial or spinal
meninges that enclose a space filled with cere-
brospinal fluid (CSF). The peripheral nervous
system (PNS) is composed of cranial and spinal
nerves (31 pairs) with associated ganglia consist-
ing of motor fibers and sensory fibers. There are
two types of motor fibers: (1) somatic motor
fibers, which terminate in skeletal muscles, and
(2) autonomic fibers, which furnish innervation
to cardiac muscle, smooth muscles, and glands.
Sensory fibers receive stimuli from receptive
organs of various types. Nerves of the PNS
supply the head, trunk, and limbs. The CNS and
PNS together serve conscious perception, volun-
tary movement, and the processing of sensory-
based messages and integration (Arey, 1974;
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Kahle, Leonhardt, & Platzer, 1978; Moore &
Persand, 1993a; Nilsson, 1978).

In the autonomic nervous system (ANS),
there are two antagonistic components, the sym-
pathetic and the parasympathetic systems. They
are responsible for preserving a constant internal
environment (homeostasis). All viscera, blood
vessels, and glands are innervated by the ANS.
The human nervous system, the organism, and
the environment are functionally interrelated.

The human organism not only responds to
its surroundings, it acts spontancously on them
as well through functional circuits. The action
that is instigated by the CNS (transmitted via
efferent nerves) is registered by the sense organs
and information is then returned to the CNS
via the efferent nerves. An integrative process
follows until regulation occurs involving both
exteroceptive and proprioceptive sensations
(Afifi & Bergman, 1980; Carlson, 1994a).

The importance of the above phenomena is
seen in the control and regulation of the mus-
cular responses achieved via sensory cells in
the muscles that provide a feedback circuit
through sensory nerves to the CNS (Crelin,
1973; Kahle et al., 1978). Luria (1973a) and
others have pointed out the functional interrela-
tions between the nervous system, the organism,
and the environment from which emerge higher
cortical processes. These three components,
together, serve conscious perception, voluntary
movement, and the processing of messages
through polysensory integration. To better
appreciate the interplay between structure and
function, it is useful to first understand the devel-
opment of the brain, starting with the formation
of the embryonic disc, the nervous system’s point
of origin (Humphrey, 1978; Moore & Persand,
1993a,b).

Neuroembryonic Structure Formation

The nervous system starts developing
approximately 18-22 days after fertilization.
The egg is composed of ectoderm and endoderm
with mesoderm developing between the two. The
nervous system is derived from the ectodermal
layer. During embryological development, the
neural plate, the neural tube, and the neural
crest form. The neural crest becomes elevated
to form the neural folds which, in turn, approx-
imate each other in the midline and then fuse to
form the neural tube. Cells at margins of the

folds are not included in the wall of the neural
tube. The partial fusion of the neural folds
occurs approximately 23-24 days postfertiliza-
tion (Crelin, 1974; Hamilton & Mossman, 1974;
Kahle et al., 1978; Le Douarin, 1980; Lowrey,
1978; Moore & Persand, 1993a,b). In its forma-
tive stages, the neural tube appears as a straight
structure. During its organogenesis, cervical
somites deviate from the shape of the simple
neural tube. This portion, destined to become
the brain, forms various bulges and cavities,
each of which has significance in the embryologi-
cal plan of development (Jones & Cowan, 1978;
Moore & Persand, 1993a).

Three primary bulges appear in the brain
region of the neural tube: the forebrain (prosen-
cephalon), midbrain (mesencephalon), and
hindbrain (rhombencephalon). When the devel-
opment of the caudal end of the tube is com-
pleted, the optic vesicles appear and protrude
from each side of the forebrain. Otic invagina-
tion also occurs at day 28 postfertilization. In
terms of the ventricles of the future brain, a
cephalic flexure and a cervical flexure become
visible with cavities at sites of the prosocele of
the forebrain, mesocele of the midbrain, and
rhombocele of the hindbrain.

Each optic vesicle will differentiate to form
a characteristic pattern: first, the optic cup; then
stalk; and, later on, optic nerves that becomes
part of the eyeball. The original connection of
each optic vesicle becomes located in the dience-
phalon, a subdivision of the forebrain.

By day 36, the forebrain divides into two
parts. The caudal subdivision becomes the dien-
cephalon, and the anterior component further
differentiates to form the telencephalic vesicles
which eventually become the cerebral hemi-
spheres (Carlson, 1994a; Hamilton & Mossman,
1974; Jones & Cowan, 1978; Moore, 1977).
Simultaneous with the subdivision of the fore-
brain, the original cavity (the prosocele) under-
goes subdivisions. Two telencephalic vesicles
(teloceles) are formed and become the lateral
ventricles. The median telocele, which lies
between these two teloceles, together with the
diocele, becomes the third ventricle. The meso-
cele develops into the cerebral aqueduct. As the
forebrain divides into the telencephalon and
diencephalon, the hindbrain forms into two
structures: the anterior metencephalon, which
becomes the pons and the cerebellum; and the
posterior myelencephalon, which becomes the
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medulla oblongata. The fourth ventricle forms
from the cavity of the metencephalon (metacele),
together with the cavity of the myelencephalon
(myelocele).

By day 34, the cerebellar plate, cervical and
mesencephalic flexures, lens invagination, otic
vesicles, and olfactory placodes are visible. By
day 45, olfactory evagination will have occurred
as well as formation of the cerebral hemispheres.
Lens fiber migration of retinal cells will begin in
earnest at this point.

Growth and development by 3 months
postfertilization take place in terms of the two
smooth-walled telencephalic vesicles. These are
casily identified as cerebral hemispheres. Each
emerging hemisphere of the telencephalon will
have divided by this time into three parts, each of
which has different functions. The first com-
ponent is the rhinencephalon; the second is the
thick basal (striatal) region, which develops into
the basal ganglia; and the third is a suprastriatal
region, which forms the cerebral cortex and
related underlying white matter (Arey, 1974;
Crelin, 1974; Kahle et al., 1978; Moore &
Persand, 1993a).

The rhinencephalon begins as an outgrowth
from the telencephalon, e.g., the olfactory lobes.
Each olfactory lobe forms part of the wall of the
cerebral hemispheres. The second major portion
of the rhinencephalon forms part of the wall of
the cerebral hemispheres, e.g., the hippocampus,
a bulging mass that appears on the medial wall
of the lateral ventricles, bilaterally. In humans,
the rhinencephalon includes, in addition to the
bilaterally placed olfactory bulbs and hippo-
campi, such structures as the bilateral pyriform
lobes, midline septum pellucidum, and midline
fornix. The rhinencephalon differentiates into
structures referred to as the limbic lobe, which
contains interconnections with structures such
as thalami, epithalamus, and hypothalamus.
This constitutes the limbic system.

The functional significance of the limbic sys-
tem lies in its association with emotional
responses and the integration of olfactory infor-
mation subserving both visceral and somatic
information. The limbic system is involved in
“emotional expression,” whereas the hypothala-
mus is involved in the regulation “control” of
emotions through hormonal substances. The tha-
lamus serves as the “portal” to the cerebral cortex,
which is inextricably bound together in the pro-
cessing of sensory information leading to human

conscious activity. Other bilaterally placed
structures of the rhinencephalon include the
stria terminalis, septum, amygdaloid bodies, medial
and lateral olfactory gyria, parahippocampal gyri,
and cingulate gyri (Carpenter, 1978; Crelin, 1974;
Hamilton & Mossman, 1974; Kahle et al., 1978;
Moore, 1977).

Basal Ganglia

The second part of the telencephalon that is
formed is the basal ganglia (or basal nuclei). They
are formed in the thickened portion of the stria-
tal region of the telencephalic area, composed of
several groups of neuronal cell bodies. One of
the major groups of these ganglia (i.e., nerve cell
bodies outside the brain and spinal cord) is the
corpus striatum, which becomes related to the
thalamus of the diencephalon. Up to the third
month, the corpus striatum and thalamus are
separated by a deep fissure. The corpus striatum
bulges into the lateral ventricle while the thala-
mus protrudes into each side of the third ventricle.
Beginning about the fourth month, the groove
between these two structures will disappear and
fuse into a common mass. When fully matured,
the basal ganglia comprise the following main
structures: caudate nucleus, claustrum, amygda-
loid body, and corpus striatum. These structures
will become involved with motor control (Carl-
son, 1994b; Carpenter, 1978; Kahle et al., 1978;
Nauta, 1986a,b).

In the suprastriatal region, the third com-
ponent of the telencephalon forms all of the
externally visible cerebral hemispheres. The
hemispheres increase in size and completely
envelop the mesencephalon and the upper por-
tion of the cerebellum, and the originally smooth
surfaces begin to show convolutions at around
7 weeks. The formation of the surface convolu-
tions, known as sulci, and the deeper depres-
sions, termed fissures, allows the outer layer of
neurons (the six cell layers in the cerebral cortex)
to increase greatly in depth without a major
change in the overall size of the brain in relation
to its final volume. By the completion of its
development, the cerebral cortex will range in
thickness from approximatel_?/ 1.5-4.0mm with
a surface area of 2.3-2.5 x 10° cm? (Crelin, 1973,
1974).

The first major fissure to appear on the
lateral aspect of each cerebral hemisphere is the
lateral Sylvian sulcus (or fissure) which becomes
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evident by the third month. The slowly growing
floor of the sulcus, which is lateral to the corpus
striatum of the basal ganglia, is the insula. It
eventually becomes completely covered by adja-
cent areas of the hemisphere. Beneath the con-
volutions of the cerebral cortex lies the substrate
of the highest centers of the cortical integration
in the human nervous system. Cortical layers
I-VI subserve higher cortical functions involving
conscious activity, memory processing of infor-
mation, decision-making, planning, voluntary
action, and ultimately reflection (Luria, 1966,
1969b, 1970, 1973a,b; Posner & Rothbart, 1992).

Ventricle Formation and CSF

Important changes are also occurring in
various parts of the brain after the third month,
particularly ventricle formation. The lateral
ventricles each develop three horns that protrude
into the various lobes of the cerebral hemi-
spheres: the anterior horn projects into the
frontal lobe, the inferior horn into the temporal
lobe, and the posterior horn into the occipital
lobe. Each lateral ventricle occupies a more lat-
eral position relative to the third ventricle and
the formerly broad interventricular foramen
(foramen of Monro) becomes a narrow canal.
The third ventricle connects with the lateral ven-
tricles of each hemisphere by the foramen of
Monro and continues caudally into the cerebral
aqueduct of Sylvius, expanding beneath the cere-
bellum to form the fourth ventricle (Humphrey,
1978; Moore & Persand, 1993a).

Simultaneously, the egg-shaped thalami
bulge into a third ventricle. Eventually the two
thalami, with normal development, bridge this
ventricle, come into contact with each other,
fuse, and produce an interthalamic bridge. The
cerebral aqueduct of Sylvius becomes a long,
slender tube connecting the third and fourth ven-
tricles. Two major foramina become prominent:
the left lateral opening (foramen of Luschka) and
the median opening (foramen of Magendie), both
comprising the fourth ventricle (Kahle et al.,
1978; Moore & Persand, 1993a,b).

A region of invagination, the choroid
plexus, will occur along the choroid fissure of
the lateral ventricle. Functionally, the choroid
plexus serves as a source of CSF, the three
main functions of which are (1) to support the
weight of the brain in the skull, (2) to protect
the brain from physical trauma during injury to

the skull, and (3) to provide a stable chemical
environment for the CNS, despite plasma’s
chemical composition changes (Afifi & Bergman,
1980; Carlson, 1994b).

Ependymal cells lining the brain’s ventricles
form the medial surfaces of each lateral ventricle,
the roofs of the third and fourth ventricles,
and portions of the plexus. As these cells grow
and invaginate, they are accompanied by blood
vessels known as choroidal vessels. CSF escapes
through the median (foramen of Magendie) and
lateral (foramen of Luschka) openings of the
fourth ventricle into the subarachnoid space
surrounding the brain and spinal medulla. The
lining of the choroid plexus also forms a physio-
logical barrier known as the blood—brain barrier
system between the CSF and the blood supply to
the brain.

The blood—brain barrier system is more
permeable in newborns than in adults, becoming
less permeable as the brain matures. Bilirubin, for
example, in high concentration in infants can
cause brain damage because it passes through
the brain barrier system. Conversely, high levels
of bilirubin do not affect the adult brain (Carlson,
1994a; Moore, 1977; Moore & Persand, 1993b).

Spinal Cord Formation, Alar and Basal Plates

During neuroembryological development,
the neural tube is divided into longitudinal
zones; the ventral half of the lateral wall differ-
entiates early into the basal plate. It is thought to
be the site of origin of the motor nerve cells. The
dorsal portion of the lateral wall differentiates
later and is termed the alar plate. It is the site of
origin of sensory nerve cells. Between the alar
and the basal plates lies an area from which
autonomic nerve cells are thought to arise. View-
ing the structural plan of the spinal cord and
brain stem in this fashion aids in understanding
how various parts of the brain are organized.
Because it is held that the basal plate does not
participate in the formation of the brain areas
beyond the midbrain (metencephalon), the dien-
cephalic and telencephalic vesicles are thought to
arise from the alar plate (Kahle et al., 1978). Alar
plate cell bodies are composed of sensory and
coordinating (internuncial) neurons. These are
located in the layer of gray matter (mantle
layer). Gray matter is the region of the brain
and cord that contains aggregates of nerve cell
bodies, as distinct from ganglia, which are nerve
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cell bodies that lie outside the brain and spinal
cord. Differentiation of the diencephalon from
the alar plate results in division into dorsal and
ventral portions. The dorsal portion becomes the
thalamus and consists of cell bodies of sensory
and coordinating neurons. These nuclei are nerve
cell groups within the brain. The ventral portion
of the alar plate develops into the hypothalamus,
which is composed of motor control neurons.
The dorsal (alar) plate thus becomes the site of
sensory and coordinating neuronal cell bodies.
The ventral basal plate becomes the site of motor
control neuronal cell bodies (Crelin, 1973, 1974;
Moore, 1977; Moore & Persand, 1993b).

The thalamus exerts control through its
projectional  (internuncial) neurons, which
synapse with parts of the brain other than the
cerebral hemispheres, and in particular, with the
hypothalamus. Thalamocortical interaction
exists in what is known as the thalamocortical
projection system. Two major structures of
importance in terms of cortical-cortical and
cortical-subcortical interneuronal connections
are the major fiber tracts that arise in the internal
capsule and the median forebrain bundle (MFB).
The last projectional pathway from thalami to
cerebral cortex takes place through the nuclealis
reticularis thalami. It is thought that through this
projection pathway, there is ongoing monitoring
and modulation of information from lower levels
of nervous activity to the upper cortical regions of
the CNS. The thalami also serve a role in pace-
making activities seen in the electroencephalogram
(EEG). Another important function is selective
awareness involved in conscious activity (Bear,
1986; Bloom, 1979; Crelin, 1973; Hamilton &
Mossman, 1974; Scheibel & Scheibel, 1961,
1963). A significant portion of the human tha-
lami is composed of a group of nuclei that
receive proprioceptive and general cutaneous,
visceral, visual, and acoustic impulses, which
are relayed to the cerebral cortex via other pro-
jectional (internuncial) neurons. The structural
and functional relationships of the component
parts of thalamic nuclei are inextricably
comingled (Riss, 1972; Scheibel & Scheibel,
1966, 1972).

The hypothalamus, derived from the alar
plate of the diencephalon, is part of the limbic
system and is considered to be the headquarters
for central motor control of the ANS. It regulates
emotional responses and certain visceral func-
tions, such as appetite, thirst, digestion, sleep,

sexual drive, heart rate, body temperature, gen-
eral smooth muscle action of internal organs, and
control of the anterior lobe of the hypophysis.
The hypothalamus is involved in the releasing of
neuroregulatory factors.

By the seventh week, the infundibulum
(posterior lobe of the hypophysis) appears and
develops as an extension of the hypothalamus.
The parathyroid structure appears in association
with the thyroid gland. During the eighth to
tenth weeks, thyroid follicles emerge as well as
production of adrenaline and noradrenaline
(Crelin, 1974; Hamilton & Mossman, 1974;
Lemire, Loeser, Alvord, & Leech, 1975).

The basal portion of each cerebral hemi-
sphere, situated anterior and lateral to the
hypothalamus, is derived from the ventral por-
tion of the alar plate. This basal area contains the
basal ganglia. Other important anatomical
structures that emerge from the telencephalon
include the cerebral cortex and the septal-
hippocampal-amygdaloid nuclei complex.

Fiber tract systems are also developing with
nerve fibers of the brain and spinal cord that
have a common origin and destination. This
anatomical feature should be kept in mind
when thinking about the development and dif-
ferentiation of white matter versus fiber tract
systems. It is the cell bodies of neurons (the
functional and anatomical unit of the human
nervous system) that are involved in human
thought, memory, and voluntary and regulatory
motor control over the entire nervous system.
These neurons are localized in the cerebral cor-
tex and are responsible for executing higher
cortical functions (Afifi & Bergman, 1980; Kahle
et al., 1978; McConnell, 1988; Szentagothai, 1975,
1978).

Hippocampi

The hippocampi have been described in
recent as well as past studies going back to
Santiago Ramoén y Cajal (Anderson, 1975;
Ramon y Cajal, 1911; O’Keefe & Nadel, 1978;
Storm-Mathisen, 1979). The hippocampi play a
significant role in the generation and retrieval of
memory processes. They also serve a key role in
the generation of conscious activity in humans.
Studies on active memory capabilities of infants
have shown that this feature of cognition occurs
as early as 6 months after birth (Kagan, 1985;
Kagan & Moss, 1983). The hippocampal



DEVELOPMENT OF HIGHER BRAIN FUNCTIONS 73

commissure (fornix) is the second set of major
connections to appear in the lamina terminalis, a
major component of the early telencephalon (the
first set to appear is the anterior commissure and
the third commissure will be the corpus callo-
sum). These connections begin to cross from
one cerebral hemisphere to the other toward
the end of the first trimester of fetal life (Carlson,
1994a; Altman, Brunner, & Bayer, 1973).
Findings from magnetic resonance imaging
(MRI) of human cortical development in autistic
8-year olds to 53-year olds, support the observa-
tion that brain abnormalities responsible for
autism likely occur in the first 6 months of
gestation (Courchesne, Townsend, & Saitoh,
1994; Saitoh, Courchesne, Egaas, Lincoln, &
Schreibrion, 1995; Piven, Berthier, Storkstein, &
Nehme, 1990). Brain stem auditory-evoked
responses (BAER) of young children with aut-
ism suggest brain stem dysfunction affecting the
processing of sensory input through the auditory
pathway. Viewed from this perspective, an
anomalous development of brain stem or poster-
ior fossa may be only part of a generalized pro-
cess of neurodevelopmental dysfunction that
might account for deviant language, cognitive,
and social development in the spectrum of autis-
tic disorder (Wong & Wong, 1991). The hippo-
campal commissure could be a key maturational
component of compromise, along with other
structures (telencephalic) involved in the cogni-
tive informational processing pathways forming
during the sixth month of fetal brain development.

Cellular Differentiation of the Nervous System

Structural and functional organization of
the nervous system is based on cellular organiza-
tion in which the neuron is the basic building
block of the nervous system. In terms of the
nervous system’s network, neurons are intercon-
nected in a specialized array of systems via
synaptic connections (Crelin, 1973, 1974; Hebb,
1949; Kuffler & Nicholls, 1977; Lund, 1978;
McConnell, 1988; Szentagothai, 1978). Inhibi-
tory synapses are important as excitatory ones.
Inhibitory synapses limit and select continual
impulse inflow. Selected signals are transmitted
for further information processing and unimpor-
tant signals are suppressed.

Spinal Medulla. As the neural tube forms,
three cell layers develop and differentiate from
its walls: the ependymal layer, the mantle layer,

and the marginal layer. These layers form distinct
zones: the ependymal zone, the mantle zone
(gray matter), and the marginal zone (white
matter). The outermost layer becomes the pia
mater derived from pial cells. The organizational
patterns formed from these zones are best seen
from the viewpoints of the spinal medulla (cord),
the cerebellar hemispheres, and the cerebral
hemispheres (Arey, 1974; Crelin, 1974; Kahle
et al., 1978; Moore & Persand, 1993a,b).

The basic three-zone pattern of the spinal
medulla structure will be retained in maturity as
follows: The ependymal zone remains as colum-
nar cells lining the lumen of the central canal; the
cells of the mantle zone form the gray matter;
and the marginal zone becomes the white matter.
The gray matter of the spinal medulla assumes
the anatomical appearance of an H-shaped mass
surrounded by white matter. The association and
commissural (internuncial) neurons of the gray
matter of the spinal medulla are formed by other
mantle zone neurons. The white matter lacks
neurons. Instead, there are bundles of axons
arising from those nerve cells located throughout
all levels of the spinal medulla and brain to form
various fiber tract systems. White matter, in con-
trast to gray matter’s large number of cell bodies
(neurons), contains only scattered bodies of
cells, which are chiefly supportive in nature,
e.g., glial cells, which outnumber neurons in the
nervous system by a ratio of 10:1. With increased
specialization of the brain, more complex
arrangements of the axonal tracts occur consti-
tuting brain white matter.

Cerebellum. Research in the past decade
indicates that an enormous amount of integra-
tion occurs within the cerebellum, specifically
with the bursting of Purkinje fibers and the
quenching of Purkinje cells (Ito, 1984; Thach,
Goodkin, & Keating, 1992). The organizational
pattern in the cerebellum shows pronounced
deviation, neurohistologically, from the basic
structural pattern of the mesencephalon, meten-
cephalon, and medulla oblongata, which
develop from neuroblasts of the dorsal portion
of the mantle layer. Cells of the cerebellum are
involved in motor control and have interconnec-
tions via the basal ganglia that may serve a role
in monitoring and coordinating muscle activity
in relation to all forms of sensory input (Carpenter,
1978; Kahle et al., 1978; Thach et al., 1992).

The cerebellum serves many functions. It
repeats activities in a regulated, precise manner;
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smooths out all motor activities; plays a role in
sensory activity; and may even be involved in
affective responses. It is the center for the
smooth coordination of muscular responses,
especially those involved with subconscious
maintenance of normal posture. Because of its
primitive three-layer system, i.e., molecular,
Purkinje, and granular cells, it is also involved
in feedback and dampening circuits that operate
as a “servomechanistic system” to control com-
plicated integrative movements such as talking
and writing. Many cerebellar cells serve an inhi-
bitory role, e.g., “turn off” cells such as
Mugwump and Golgi II cells. The cerebellum
may even be viewed as similar to a computer in
that it may be able to generate programs on its
own (Scheibel, 1978).

Thalamocortical Fiber System. The thalami
receive all types of sensory input relayed by pro-
jectional neurons either to various nuclei of the
brain stem or to the cerebral cortex. Nearly all of
the axons conveying sensory input to each tha-
lamus cross from the opposite side of the spinal
medulla or brain stem. Those fibers that have
not crossed include half of optic nerve fibers
entering the thalami from the same side. From
each thalamus, projectional neurons relay sen-
sory impulses to the cerebral cortex for which
there is a corresponding area in each thalamus.
Activation of a minute portion of the thalamus will
stimulate the corresponding (and much larger)
portion of cerebral cortex via the axons from
the thalamocortical projectional neurons. The
cerebral cortex contains cell bodies of associa-
tional neurons, which send their axons through
the white matter of the hemisphere and in
another part of the cortex of the same side. The
cortex also contains cell bodies of commissural
neurons, which send their axons via the hemi-
sphere’s white matter ending on the opposite
cerebral hemisphere. It is via the commissures
(originating from the lamina terminalis) that a
bridge is formed to allow the functional integra-
tion between the two sides of the brain (Arey,
1974; Carlson, 1994a; Carpenter, 1978; Crelin,
1973; Kahle et al., 1978).

During development, the first commissure
to appear is the anterior commissure. It inter-
connects the olfactory amygdaloid nuclei and
cortical portions of the cerebral hemispheres.
Second to appear is the hippocampal commis-
sure (region of the fornix), which will unite the
two hippocampal olfactory portions of the

hemispheres. Then, posteriorly, in the region of
the pineal body, the habenular and posterior com-
missures interconnect with the diencephalon.
The last of the commissures to form (and the
largest of all) is the corpus callosum. 1t is known
that myelination begins in the brain at about
embryonic week 16 and typical layers in the
cerebral cortex are observed around week 24.
At birth, there will be continuing organization
of axonal networks, cerebral corticospinal tract
development, motor coordination, and myelina-
tion pattern formation (Carlson, 1994a; Moore,
1977).

Glial Cells. White matter and gray matter
are made up almost entirely of cell constituents:
White matter consists chiefly of bundles of
axons, glial cells, and blood vessels; and gray
matter is composed primarily of neuronal cell
bodies, dendrites, axons, glial cells, and blood
vessels (Afifi & Bergman, 1980; Carlson, 1994b).
Glial cells are the supporting structures of the
CNS. There are three types of glial cells in the
human CNS: astrocytes, oligodendrocytes, and
microglia cells. Glial cells outnumber neurons
by 10:1. Type II astrocytes are thought to derive
from oligodendrocytes. The latter are derived
from either precursor cells in the neural tube or
neural crest precursor cells. Microglia cells
primarily arise from mesodermal embryonic
connective tissue from which a// layers of blood
vessels of the brain and spinal medulla arise.
They serve a phagocytic function after damage
to the brain and are not found in the developing
brain until blood vessels are present (Carlson,
1994b).

Astrocytes are composed principally of two
different functional forms. The first are the
fibrous astrocytes, which are abundant in white
matter, providing both support and binding for
the tracts of nerve fibers. The second, type II
astrocytes (radial glial cells), are present in large
numbers in the gray matter and serve many dif-
ferent purposes. They establish close contacts
with neuronal cell bodies, blood capillaries, and
pia mater. In conjunction with endothelial cells of
capillaries, they form a highly selective blood—
brain barrier (Crelin, 1973, 1974; Hamilton &
Mossman, 1974; Moore & Persand, 1993a,b).

Cerebral ~ Hemispheres. Beginning at
approximately the third fetal month, migrating
neuroblasts from the mantle zone pass into the
marginal zone, giving rise to the cerebral cortex.
Stratification within the cortex proceeds at an
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ever-increasing rate. At approximately 6 months,
the six layers of cell bodies and their associated
interconnections that characterize the cerebral
cortex become identifiable. Final differentiation
of the outer layers continues through the second
decade of life (and perhaps even longer). The
outer layers (I-IIT) become more highly devel-
oped in humans than in any other mammalian
species (Arey, 1974; Crelin, 1973, 1974; Moore,
1977; Moore & Persand, 1993a,b).

The pattern of neuronal development in the
cerebral cortex during infancy is integral to the
complex functions of the cortex, which ultimately
consists of a vast information storage and proces-
sing ensemble, e.g., cognitive reasoning abilities,
memory, communication, reflective thinking, and
individual mental performance skills. From
infancy through the first 35 years of life, the
subcortical-cortical connections serve prominent
roles in the storage of the myriad patterns of
motor responses that can be elicited at will in
order to control motor functions of the develop-
ing human body. It is the neocortex that gives
humans voluntary control over how they will
react to sensory—perceptual stimuli, integrate
information, and decide whether or not to act
on it in a deliberate manner (Scheibel & Scheibel,
1973).

In humans, voluntary control of muscles is
almost exclusively regulated through the des-
cending projectional tract systems arising from
neurons in the cerebral motor cortex, e.g., the
pyramidal motor system. One major system is the
corticospinal tract that begins to form during
embryonic week 9, reaching its outer limits by
week 29. Fibers from the projectional neurons
located in the cerebral cortex form fiber tracts
and pass from the cerebral cortex to the other
parts of the CNS (Bear, 1986; Carpenter, 1978;
Kahle et al., 1978; Majovski & Jacques, 1982;
Nauta, 1986a.,b).

Axons of the pyramidal neurons pass from
each cerebral hemisphere to form the corticosp-
inal tract portion of each internal capsule situ-
ated in the basal ganglia. These two corticospinal
tracts pass through the mesencephalon as part of
the cerebral peduncles through the lower portion
of the medulla oblongata. It is at the level of the
medulla oblongata that most of the fibers of the
tracts will decussate across the midline to pass
down to the opposite side of the spinal medulla
and become the lateral corticospinal tract. The
uncrossed fibers, which remain ipsilateral, make

up the ventral corticospinal tract and eventually
cross to the opposite side at the lower levels of
the spinal medulla. It is estimated that approxi-
mately 30% of the corticospinal tract fibers
remain uncrossed, and that 70% are involved
in decussation. Axons of the pyramidal motor
control neurons of the cerebral cortex synapse
with ventral gray column motor neurons (Arey,
1974; Carpenter, 1978). Functionally, the cere-
bral hemisphere on one side, from the decussa-
tion pattern manifested, exerts voluntary motor
control over the opposite side of the body and
also receives sensory inputs from the opposite
side of the body via fibers that are crossed to
enter each thalamus (Crelin, 1974; Lund, 1978).

Axons, whether myelinated or unmyeli-
nated, become surrounded by glial cells
(oligodendrocytes). Within the CNS, commis-
sural, projectional, somatic, associational, and
autonomic motor neurons become encapsulated
by parts of other cells. The only exceptions are the
boutons at synapses and nodes of Ranvier. From
the PNS, the neurons become completely
encapsulated parts of other cells, except at the
terminal endings and at the nodes of Ranvier
(Kahle et al., 1978).

Unmyelinated axons are those that are sur-
rounded (sheathed) by parts of either oligoden-
drocytes (those within the CNS) or neurilemmal
cells (those peripheral to the CNS). In contrast,
myelinated axons are those that are sheathed by
numerous layers of the cell membranes of either
oligodendrocytes or neurilemmal (Schwann)
cells. Major differences, neurohistologically,
exist between the myelin sheath formed by each
type. Oligodendrocytes and neurilemmal cells
form myelin sheaths by similar processes but at
different times.

Mpyelin Sheath Formation. Sheath cells
become wrapped around the axon many times,
with the sheath cell, the axon, or both, causing
the spiraling motion. Fiber tracts begin to func-
tion maturely at the time they are covered with
myelin. The process of myelination in the human
brain begins 3 months postfertilization in per-
ipheral site nerve fibers produced by adjacent
Schwann cells. Myelination of nerve fibers in
the CNS starts later and is produced by oligo-
dendrocytes (Dietrich & Hoffman, 1992;
Dietrich et al., 1988; Yakovlev & Lecours,
1967). However, at birth, only a few areas of
the brain and tract systems are completely
myelinated, e.g., brain stem centers serving
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subcortical functions such as certain primitive
reflexes. Generally, tracts become myelinated at
the same time they become functional.

As the wrapping process occurs around the
axon, the cytoplasm of the sheath cell retracts
such that it is extruded so that the two layers of
plasma membrane of the sheath cell fuse
together. Myelin is actually formed by numerous
fused layers of lipoprotein membrane composed
of 70-80% lipid and 20-30% protein (Valk &
Van der Knapp, 1989). Tracts of white, myeli-
nated axons make up the majority of white
matter of the nervous system. The majority of
preganglionic sympathetic axons are myelinated
and are responsible for the appearance of the
white ramus communicans. In contrast, the
majority of postganglionic sympathetic axons
are unmyelinated.

Myelination is a process closely associated
with the development of the functional capacity
of neurons. One of its chief characteristics is the
promotion of impulse conduction, which
enhances the functional efficiency of the neu-
rons. Unmyelinated neurons tend to have a low
conduction velocity and show fatigue earlier,
whereas myelinated neurons fire rapidly and
have long periods of activity before fatiguing
occurs. Neurons that are capable of rapid trans-
mission of impulses become fully functional at
about the time their axons are completely insu-
lated with myelin (Carlson, 1994a,b; Crelin, 1974;
Lemire et al., 1975; Valk & Van der Knapp, 1989).

Formation of myelin in the spinal medulla
begins during the middle of fetal life but is not
completed until puberty. The last spinal tracts to
be myelinated are the descending motor tracts,
such as the corticospinal (pyramidal) and the
tectospinal tracts. These become myelinated
during the first 2 years of life. At birth, only a
few of the 15 dissectable descending tracts are
completely myelinated (Crelin, 1974; Kahle
et al., 1978; Yakovlev & Lecours, 1967). In the
human brain, myelination continues into the
fourth decade of life and even beyond (Dietrich &
Hoffman, 1992; Valk & Van der Knapp, 1989;
Yakovlev, 1962; Yakovlev & Lecours, 1967).
The increased staining of myelin during the
first and second decades occurs in the subicular
region. During the fourth through sixth decades,
it progressively shows lateralization along the
surface of the presubiculum (including cingulum
bundle projections). Data point to the impor-
tance of both early and late postnatal increases

of myelination which occur in a key cortical
limbic relay area of the human brain. This
holds importance when applying a neurodeve-
lopmental perspective to the study of normal
versus psychopathological processes during
early childhood and even adulthood (Bennes,
Turtle, Khan, & Farol, 1994).

Motor neurons of the cranial nerves show
myelination patterns before their sensory coun-
terparts. Optic nerve fibers begin to show early
myelination at birth and will be completed by the
end of the third month including optic tracts,
lateral geniculate body, optic radiations, and
calcarine cortex.

Axons of the cerebral hemispheres are
among the last to become myelinated, beginning
around birth. At first, only the axons of cortical
neurons of the olfactory, optic, and acoustic
areas are myelinated, followed by those arising
from cell bodies in the somesthetic and motor
cortices. Fibers that become myelinated after
birth are those of the projectional, commissural,
and associational axons of the cerebral hemi-
spheres. By 4-6 months of life, the splenium of
the corpus callosum becomes myelinated. The
infant will now begin to develop binocular vision
and visual accommodation in order to identify
objects. These skills, however, require interhemi-
spheric connections and myelination of the fiber
tracts between the visual cortex and associa-
tional areas of the brain. Myelination of axons
of the associational cortices of the cerebral cor-
tex will continue into adulthood (Carpenter,
1978; Crelin, 1973, 1974; Yakovlev & Lecours,

1967).
Neurotransmitters —and — Neurohormones.
Neurons secrete specific neurotransmitters,

neuropeptides, or neurohormone substances at
the axonal terminal endings (boutons). Boutons
are the sites where information is transferred
from one neuron to the next and where electro-
chemical changes in the release properties of the
presynaptic terminals take place. This might be
thought of as a “chemical language” system
within the brain. Neurohormones attach to the
membrane of the cell on which the axon termi-
nates and induce internal changes in that cell.
Neurotransmitter substances serve as neuro-
transmitters, i.e., to either stimulate or inhibit
the secretory process in concert with other neu-
romodulators. Once the secretory process is sti-
mulated, physiochemical changes occur within
the cell that are intimately related to the changes
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in the permeability of the cell’s membrane
(Cooper & Bloom, 1991; Lehninger, 1968, 1993;
Zucker & Lando, 1986).

Neurohistologically, many neurons that
become highly specialized evolved from glandu-
lar cells. Certain cells of the body are structurally
and functionally intermediate to typical endo-
crine cells and neurons. These cells possess
axon terminations in the posterior lobe of the
hypophysis (pituitary gland), rich in both cyto-
plasmic material and hormones. Hormones are
produced by the neurons and pass along the
axons to the hypophysis, where they are stored
for release as required (Halasz, 1994). After
being released, these posterior lobe hormones
pass to the responsive tissues of the body
through the vascular system. Other similar
hypothalamic cells secrete hypophysiotropic
substances that pass on to the endocrine cells of
the anterior lobe of the hypophysis through the
blood vessels and regulate endocrine hormone
secretion. The sympathetic and parasympathetic
components of the ANS are under the regulation
of the neuroendocrine system via the pituitary
gland (Daughaday, 1981; Imura, 1994; Kaplan,
Grumbach, & Aubert, 1976; Kuffler & Nicholls,
1977; Snyder, 1980).

In the region of the substantia nigra, the
dopaminergic (DA) nigrostriatal system affects
motor balance and affectual response. This site
also is implicated in the etiology of schizophre-
nia and parkinsonism (Majovski, Jacques,
Hartz, & Fogwell, 1981). Different ascending
arousal activating systems are located in the
basal forebrain, upper brain stem, and hypotha-
lamus releasing various neurotransmitters, as
follows.

Serotonin (5-hydroxytryptamine) molecules
are found in the raphe nuclei of the brain stem.
The pathways that originate from them are
distributed in a manner similar to those for adre-
nergic neurons. Serotonin (5-HT) can produce
both inhibition and excitation of neuronal activ-
ity as well as depression of behavioral activity in
the mature brain (Jacobs, 1994; Smith & Sweet,
1978a,b).

v-Aminobutyric acid (GABA) is a transmit-
ter substance released by inhibitory interneurons,
as well as by cerebellar Purkinje cells. High con-
centrations of GABA are present in the striatoni-
gral pathway within the substantia nigra, reticular
thalamic nuclei, thalamocortical nuclei, and
cortical pyramidal cells. The reticular nucleus is

an important GABA-containing neuronal struc-
ture in that it is thought to influence the flow of
information between the thalamus and cerebral
cortex. GABA release in the ascending activating
system, putatively, is implicated as having a role in
helping to achieve and maintain the waking state.

Acetylcholine (ACh) is released at both
excitatory terminals in the sensorimotor cortex,
as well as visual cortex, and inhibitory terminals
such as the olivocochlear bundle. In addition, it
has been found in the nucleus basalis of Meynert
(Dunn, 1980; Steriade, McCormick, & Sejnowski,
1993). ACh is involved in the dreaming state and
plays a major role in influencing the cortex,
thalamus, and forebrain structures (Cooper &
Bloom, 1991; Steriade et al., 1993).

Monoamine transmitter substances can
produce excitation or inhibition of neuronal
activity. When this effect is exerted on inhibitory
neurons, the net result is often facilitation via
noradrenaline. Such a mechanism may account
for the behavioral arousal produced by the cate-
cholamines (i.e., noradrenaline and DA), which
are believed to be involved in the facilitation of
inhibition (Bloom, 1973, 1979, 1994; Cooper &
Bloom, 1991; Majovski et al., 1981; Smith &
Sweet, 1978b).

It has been theorized that DA and other
peptides may play a role in the mechanisms of
memory. A large body of evidence implicates
pituitary hormones, particularly adrenocortico-
tropic hormone (ACTH), melanocyte-stimulat-
ing hormone (MSH), and vasopressin, in
learning. The action of ACTH, MSH, and vaso-
pressin may improve memory processes by mod-
ifying motivational and attentional factors.
ACTH may act to stimulate the metabolism of
DA and/or norepinephrine (NE). It is also
thought by some that vasopressin may act to
affect catecholamine metabolism in a rather com-
plex manner. In this regard, arousal is thought to
be associated with the activation of central NE
systems and the release of hormones such as
ACTH, vasopressin, and glucocorticoids. In the
neonate’s brain, modulators (neuropeptides) may
play a role in terms of the mode of information
storage and not necessarily have a direct effect on
information stored. Even though not completely
understood, it is currently thought that catecho-
laminergic as well as neurohormonal factors may
play some type of role in the storage of memory
(Bloom, 1994).
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Some have suggested that opiate receptors
may even play a role in the filtering of sensory
stimuli at the cortical level involved with emotion-
induced selective attention. This suggestion offers
the possibility that neural mechanisms may exist
whereby the limbic-mediated emotional states,
essential for individual and species survival, may
influence which sensory stimuli are selected for
attention (Bear, 1986; Dunn, 1976; Kety, 1970).
By implication, endogenous opiates may exert
progressively greater influences at higher levels
of sensory information processing in the cortex.
Whether this holds true in the neonate’s brain
over the course of the earliest years of develop-
ment is unknown. However, sensory stimuli at the
cortical level may play a role in selective attention,
which can have a significant bearing on the pro-
cesses of cognition and learning mechanisms since
they involve ACh, GABA, 5-HT, NE, glutamate,
glycine, and aspartate, all of which can stimulate
neurons. These substances, collectively, act to
innervate the entire regions of the cerebral cortex
and have a major influence on forebrain function-
ing (Steriade et al., 1993).

Neuroanatomical specific sites with neuro-
transmitter systems regulate attentional networks
that have connections with subcortical areas. The
latter structures and their diversity affect the
developing brain by influencing orientation to
sensory input, maintaining wakefulness, or carry-
ing out various cognitive operations. Also
involved in this modulatory neurotransmitter—
neurohormone system is the fine tuning aspect
of the state and level of excitability of the different
parts of the nervous system so that analysis of
sensory, cognitive processing and memory sto-
rage can lead to performance and behavioral
responses once learned (Bloom, 1994; Posner &
Petersen, 1990; Posner & Rothbart, 1992;
Zola-Morgan & Squire, 1993).

Sex Differences in Brain Structure

The male human cerebrum is about 9% larger
in adult men, and also found to be larger in boys,
too (Giedd et al., 1996). This difference may be
affected by a greater density of white matter than
gray matter (Allen et al., 2003). The ratio of corpus
callosum (CC) to total cerebral volume using 3D
morphometry shows that the ratio is smaller in
males, which suggests that larger human brains
have proportionately smaller CC (Jancke et al.,

1997). Other differences in neuroanatomical
microarchitecture of childhood male brain devel-
opment shows that the male amygdala undergoes
prolonged development during childhood and is
larger in boys versus girls. Of the 10 billion neu-
rons in the human cerebral cortex, more are found
in the male cerebral cortex, densely packed, with
some areas of exception. One interpretation from
the above findings regarding larger neuronal
mass, increased neuronal density, and greater
white matter connections projecting from neu-
rons is that of increased local network connec-
tions and decreased long-ranged connections.
Studies involving language activation (Shaywitz
et al., 1995) in female brains shows a bilateral
distribution pattern suggesting greater interhemi-
spheric connections, i.e., long-range connections
(Baxter et al., 2003; Haier, Jung, Yeo, Head &
Alkire, 2005). These recent studies demonstrate
male brains tend to be more lateralized than
females, morphologically, in their development.

Fetal Sex Steroid Hormones and Neural
Development

A key biological mechanism that influences
sex differences in a developing brain includes
androgens, a class of steroid hormones associated
with the development and maintenance of male
sex characteristics and sexual differentiation. Tes-
tosterone also acts on the fetal brain producing
sex differences in regard to neural structures and
functions. Testosterone influences the transcrip-
tion process, affects neural development and con-
nectivity, and acts as a neuromodulator
influencing various neurochemical processes,
e.g., 5-HT and GABA transmission. Testosterone
and 17-B-estradiol molecules both influence den-
dritic arborization in axones in concert with
another important neurotropic factor BDNF
(Goldstein et al., 2001). Current strategies and
methods for research on sex differences in brain
and behavior involving both laboratory animals
and humans has been reviewed with regards to
early development (Becker et al., 2005).

Summary

Phylogenetically, the brain can be thought
of as a blueprint of nature’s original design in
which we currently lack the original complete set
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of plans. To understand the brain’s architectural
plan today is like looking into a house in which
additions have been made but without having
access to the original plans to guide us. Clues
that have been left behind concerning the func-
tional aspects of the additions to the phyloge-
netic blueprint of the brain appear as follows. At
the midbrain level, for example, children born
with anencephaly will be able to live for only a
few days or weeks, but they can nonetheless
exhibit laughing and crying responses.

Another clue to understanding the func-
tional neuroanatomy of the developing brain is
in terms of its serving as a communication sys-
tem where there is biological (neurochemical)
information transfer. The principal components
involved in this communication network are
axonal conduction, synaptic transmission, and
local cell processes. Another clue is the phenom-
enon of supersegmental control over lower pro-
cesses of the human nervous system which also
occurs at the midbrain level. The spinal cord as a
mode of neural organization is yet another clue.
Its chief characteristics are seen in segmental and
suprasegmental reflexes.

The functional anatomy of sensation is
another important clue in understanding the
human CNS and its development. Distinguishing
aspects are as follows: receptors and transduction
processes; pain systems; discriminative sensory
systems; and systems for automatic adjustment.
Other important aspects are the descending
motor control systems such as commissural, asso-
ciational, and projectional fiber systems; basal
ganglia; extrapyramidal mechanisms; and brain
stem control centers of behaviors essential in
development. The cerebellum is another system
crucial in the functional understanding of the
developing brain’s neuroanatomy. It is involved
in the modulation of motor and sensory mechan-
isms and may even have a role in decision-making
responses as well, including perhaps emotional
expression.

Other major clues are the brain stem and
internal states. Both play a prominent role in the
regulation and maintenance of sleep, wakeful-
ness, emotional affect, pain, pleasure, and sup-
pression of pain. In addition, there are various
support systems and the internal milieu, e.g., the
autonomic and endocrinological mechanisms
that influence neuronal activity and ultimately
human behavior.

The developing brain’s higher cortical
functions are the ultimate expression of human
information processing consisting of an array of
psychological processes (Luria, 1973a,b, 1980;
Posner, 1993; Posner & Petersen, 1990;
Zola-Morgan & Squire, 1993).

Factors Affecting Normal Brain
Development and Higher Cortical
Functions

There are six major events of significance
that occur in normal human brain development:
(1) dorsal induction, (2) ventral induction,
(3) neuronal proliferation, (4) neuronal migra-
tion, (5) neural cell assembly organization, and
(6) myelination. Any disruption in these pro-
cesses will result in maturational dysfunction in
the brain’s carly pattern of organization. The
significance of this fact for developmental/pedia-
tric/child clinical neuropsychology as a disci-
pline is that the incidence of all major CNS
anomalies diagnosed at or after birth is approxi-
mately 33%. It has only been in the last 15 years
that myelogenesis and dysmyelination patterns
could be studied and quantitatively measured
in vivo or sequentially in the same child
(Cohen & Roesmann, 1994; Dietrich, 1990;
Dietrich et al., 1988; Dietrich & Hoffman, 1992;
Valk & Van der Knapp, 1989; Zimmerman,
Bilaniuk. & Grossman, 1983; Zimmerman,
Bilaniuk, & Gusnard, 1992).

The development of higher cortical pathways
used to the best advantage of the neonate rests
on the above six maturational processes that
affect conscious and unconscious programs of
behavior. The formation of higher (cortical)
mental processes involved in concept acquisition
during early development is limited by unmatu-
rated neural organizational and myelination
patterns that are affected by several variables:
timing, nutrition, environment, teratogenicity,
and genetics, among others. Knowledge about
these factors with regard to normal infant devel-
opment of mental abilities and cognitive develop-
ment is an essential aspect in the clinical exercise
of diagnosis and establishment of remediation/
intervention programs for neuropsychological
deficits in young children (Gaddes, 1980;
Rourke, Bakker, Fisk, & Strang, 1983; Spreen,
Tupper, Risser, Tuokko, & Edgell, 1984).
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General Factors Involved in Human Brain
Growth

At the time of adult maturation, the human
brain accounts for approximately 2-3% of the
body’s weight, but utilizes about 20% of cardiac
output (oxygen consumption), and 70% of the
body’s glucose, which is almost exclusively
dependent on the oxidative phosphorylation pro-
cess (Davison & Dobbing, 1968; Humphrey,
1978; Lemire et al., 1975; Nilsson, 1978). Even
though the body may be starving, the brain
receives a disproportionate share of nutrients,
thriving almost exclusively on oxygen and glu-
cose. Because of these metabolic requirements
and dependence on the above two principal con-
stituents, and the fact that the human neocortex
is poorly vascularized, states of anoxia, hypoxia,
and hypoglycemia can seriously damage the
brain’s normal functions during early infancy.
A child may suffer from extreme malnutrition
and weigh only half of his or her normal weight
and yet the brain may only be 15% underweight.

Ninety percent of neurons are located in the
brain. It is an electrochemical network of some
10-15 x 10” nerve cells, all present at birth, that
regulate sensory—perceptual, motor, language, and
other functions, as well as the higher psychological
processes that we define as human behavior. Brain
work occurs whether we are awake or not. For
example, breathing alone requires the complex
coordination of some 90 muscles that must be
regulated precisely in order to execute one breath.

Processing over approximately 10° bits of
information per second, simultaneously, the
human brain distinguishes between aspects of rea-
lity, memory (declarative and procedural), and
fantasy as it matures. As the brain develops in its
inhibitory capacity to effect control over behavior,
it regulates the various human drives and emotions
that it spawns throughout its development course.
In some brain regions, 10 cell bodies can fit into a
cubic inch; each one of them can be connected by
their arborization pattern to as many as perhaps
6 x 10* neurons and none of them are exactly alike
(Scheibel & Scheibel, 1973; Szentagothai, 1975,
1978; Szentagothai & Arbib, 1974). The neuroelec-
trochemical pulses reaching the inner ear, for
example, pass through at least four increasingly
elaborate stages of analysis and refinement before
any sound reaches conscious awareness for percep-
tual discrimination.

Insults to the brain early in gestation may
arrest development with resulting gross malfor-
mations, such as anencephaly (failure to develop
a prosencephalic outpouching), holoprosence-
phaly (failure of the forebrain to separate and
develop normal commissures), and lissencephaly
(failure of fissures to occur, resulting in a smooth
surface of the brain) (Dietrich & Hoffman, 1992;
Langman, 1975; Smith, 1976; Zimmerman et al.,
1992). There are very few recorded cases in
which the timing of a damaging stimulus to the
fetus can be determined accurately. In a recent
report (Cohen & Roesmann, 1994), brain
damage caused by fetal injury showed a dual
pattern involving the globus pallidus (basal
ganglia) during the second trimester and thala-
mic nuclei during the third. This pattern of pre-
natal insult to the brain in various gestational
periods is essential in relation to timing of sensi-
tive regions for normal versus anomalous brain
growth patterns.

Nutritional requirements, as well as effects
of malnutrition (especially protein deficiency,
which can affect brain weight and result in cog-
nitive deficiencies later in life), are critical during
postnatal months 6-18. Throughout childhood
(and well into adult life), brain function
increases tremendously, despite a brain weight
gain during this time that remains relatively low,
i.e., 350—400 g (Dodge, Prensky, & Feigin, 1975;
Hamilton & Mossman, 1974).

Mass Growth of the Brain

Brain weight has been used as a quantitative
index of brain growth, as well as a traditional
indicator of quantitative aspects of CNS develop-
ment. The brain of the newborn weighs approxi-
mately 300-350 g. By 12 months, the weight has
more than doubled since birth and is approxi-
mately two-thirds that of the adult. The average
weight of the adult brain is 1300-1500 g and is
related to body size. Larger people usually have
heavier brains although there is no proven corre-
lation between brain weight and intelligence.
Growth of the CNS during early fetal life reflects
an increase in volume in the first trimester from
4 to 16%, compared to 42% at birth. The brain’s
weight is 21% that of the body at the sixth fetal
month, 15% at birth, and approximately 3% at
adulthood (Dodge et al., 1975; Hamilton &
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Mossman, 1974; Yakovlev, 1962; Yakovlev &
Lecours, 1967).

The increase in volume of the cerebral hemi-
spheres is slow and steady between fetal months
2 and 6 but rapidly accelerates thereafter. The
postnatal growth of the cerebral hemispheres
results mainly from an increase in myelination.
Myelination has begun in most areas by 8§ months
of age reaching its greatest deposit in the first
2 years of life. After this period, the process will
continue at a slower rate into adulthood. The
brain stem grows most rapidly between fetal
months 2 and 6 and less rapidly thereafter.
The cerebellum grows slowly between fetal
months 2 and 5, followed by an exceptionally
rapid increase in volume commencing at fetal
month 6 and continuing until postnatal month
6. The weight of the brain more than doubles
during the first 9 months postnatally, and
reaches 90% of its adult weight by age 6.

The hemispheric surface of the brain more
than doubles during the postnatal growth to
reach an adult value of approximately 1600 m?.
This growth is accompanied by an increase in the
size and number of gyri so that the intrasulcal
portion of the adult cortex is about the same as
that in the newborn. The adult cortical surface
area is reached by the second year of life. The
entire hemispheric surface is gyrated by approxi-
mately fetal week 32, despite the fact that these
gyri are less numerous than in the adult brain.

Normal thickness of brain tissue between the
ventricles and the cortical surface is approxi-
mately 4.5mm. There are many reports in the
literature that people of normal or above-average
intelligence, on CT scans, have only a thin layer of
mantle between ventricles and cortical surfaces
measuring 1 mm versus the normal 4.5 mm. Sev-
eral such cases have been documented in the
medical literature (Lorber, 1980).

White Matter Development

Hemispheric white matter develops slower
than cortical gray matter during gestation. Post-
natally, white matter will continue to develop
long after gray matter has reached a specified
volume. The growth of the cortex subsides by
the second year of life while hemispheric white
matter continues even through the second decade
as a result of accumulation of myelinated fibers
with their increased diameters. Myelination is

closely associated with development of the func-
tional capacity of neurons; they fire more rapidly
and have a longer refractory period. Different
fiber tracts show myelination patterns at different
developmental periods. The component popula-
tions of a given tract system may differ as to the
timing of myelination (Davison & Peter, 1970;
Dobbing, 1975; Dobbing & Sands, 1973; Valk &
Van der Knapp, 1989; Zimmerman et al., 1983).

Myelination of tracts typically follows in a
caudorostral direction, the cortical association
fibers being the last to myelinate. The schedule
for myelination was first elaborated by Flechsig
(1883). Around fetal month 4, myelinated fibers
appear in the ventral and dorsal spinal roots.
Last to receive this investment are the associa-
tional fibers of higher cortical centers, e.g., the
cerebral cortex’s thalami. Some tracts are not
fully myelinated until several years after birth
(Crelin, 1973, 1974; Dobbing & Sands, 1970;
Dobbing & Smart, 1974; Yakovlev & Lecours,
1967).

Cortical Development and Timing: A Link
to IQ

Shaw et al. (2006) a neuroscientist at
NIMH, reported on MRI findings of 300
healthy children, 5-18 years old, who were
scanned and administered I1Q testing. Their find-
ings report that highest IQ scoring children had a
delayed but prolonged growth spurt in the cere-
bral cortex. Three groups were studied as to 1Q
ranges as follows: Average (83-108), High
(109-120), and Superior (121+4). The overall
sequence of cortical development was found to
be similar in all three IQ groups, i.e., the cortex
developmentally thickens during childhood and
then reaches a peak and subsequently becomes
thinner. The timing of these events was notably
different in the Superior IQ group, revealing a
trend that started out thinner, on average, when
compared to the other two groups, and then
showed a rapid thickening at approximately
age 7 and peaking around 11 before showing
decline in volume. The other 1Q groups peaked
earlier. They reported that when the subjects
reached early adulthood, the cortex in all three
groups reached approximately the same thick-
ness. A striking observation made was that of
cortical development disparity noted between
the Superior 1Q versus the other two groups in
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the region of the frontal cortex, mainly the pre-
frontal area which involves reflection, organiza-
tion, planning, extraction activities.

Some questions that emerge from these find-
ings (Shaw et al., 2006) of prolonged cortical
maturation, developmental timing, and its link
to IQ development requiring further investigation
are as follows: (1) What are the cellular events
involved in the cortical processes that cause thick-
ening and shrinking? (2) Is the trend observed in
these three 1Q groups susceptible to genetic,
environmental influences, or birth? (3) Does
parental IQ education and teaching styles influ-
ence the extended component in the Superior 1Q
versus High and Average 1Q groups? (4) Is there
evidence for a growth trend followed by a pruning
process between neuronal connections that in a
time-ordered sequence of events is affected by the
above set of influences?

When addressing the question of, “What
does normal human brain development look like
in infants, children, and adolescents?” we simply
do not as yet have a complete picture. However, a
very important step has been made in the NIH
Brain Database Project, providing information
on 500 healthy subjects, birth through 18, which
is a collaborative effort of several study groups,
i.e., NIH, NICHD, NIMH, NINCDS, NIDA,
Washington University (St. Louis), Boston
University, and UCLA. The information con-
tained in the database released in July 2006 is
available to institutions through the Brain Ima-
ging Resource Network (BIRN). The database
provides information on healthy (not to be
strictly equated with the notion of typical or
normal) subjects without psychopathology, neu-
ropathology, or neuropathophysiological condi-
tions. The subject selection, inclusion criteria,
methodologies, etc., are available for review
(http://www.brain-child.org). This project is a
first-time NIH-sponsored study comprised of six
major investigation centers collecting data to
address the question, “What is going on age-
wise in healthy brains, birth through 18?” This
project has looked into age-related structural
changes regarding neural structures that involve
white matter (WM) densities; gray matter (GM)
changes over age span; thickness versus age and
gender changes; SES; age; gender; parental
education correlates with cortical thickness by
neural regions. The studies conducted measuring
WM and GM volume by densities are related
to what changes occur in structure—functional

relationships influenced by age. Caution is needed
in any serious discussion when attempting to
draw fixed, causal-relationship-based conclusions
in addressing structure-to-function in the devel-
oping human brain due to many significant and
as yet unknown effects that can exert influences in
this process, neuronal shifts, pruning of neuronal
connections, local volume mass (NM versus
GM), neuromodulators, experiencing of environ-
ment to name a few.

Intelligence, [Q, Spearman’s “g”
and Cortical Development

What are the practical benefits of 1Q mea-
surement beyond that of test-taking ability and
predicting academic and job performances? At
least one major psychological trait that 1Q tends
to strongly predict is the range and extent of
social outcomes from mental tests. Research
has shown individuals with higher 1Qs demon-
strate an ability to manipulate information more
efficiently, including reasoning, abstraction,
learning, problem-solving (g) abilities which are
involved in every phase of life’s mental tasks
(Spearman, 1904, 1927). High 1Q scoring indivi-
duals in one study (Colom, Jung & Haier, 2006)
used PETT showing less cerebral metabolism
demand performing a mental task. Haier and
colleagues studied individuals with high versus
low IQs engaged in a video-watching exercise.
Differences were shown in these two groups
when doing a task (passive viewing of videos)
requiring little mental effort. Brain activation
during the watching of the videos showed a cor-
relation between an area in the occipital lobe,
involved in processing vision and language, and
an area in the prefrontal lobe which subserves
attention and reflection activities. This correla-
tion was not observed in the low IQ group. The
frontal cortex, which is involved in decision-
making and complex problem-solving, is
thought to play a key role in selecting which
brain regions are “activated” in the posterior
cortex. From these findings, it may be posited
that high 1Q scoring individuals are more effi-
cient at quick, flexible thinking (fluid reasoning
involving information processing) versus lower
1Q scoring subjects. An earlier research study
reported that larger brains show a weak relation-
ship to higher IQ, but Colom, Jung & Haier, in
press claimed to be first to demonstrate that GM
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in specific regions in the brain is more related to
1Q than is overall volume, i.e., multiple ares are
related to IQ with various combinations of areas
(neural networks?) which also can account for
1Q scores. With respect to the GM volumes, the
researchers were surprised to find that only 6%
of all GM in the brains studied, appeared to be
related to 1Q.

Frontal Lobes and Executive Processes

Spearman’s “g” (Spearman, 1927) is the
psychometric concept ascribed to human gen-
eral intelligence. The link between the frontal
lobes (FL) and Spearman’s “g” lies in the gen-
eral cognitive role it involves and “g” being
associated with some but not necessarily all
frontal lobe regions, neuroanatomically.
Research in the past decade has shown that
there are important aspects within the FL dif-
ferent categories, e.g., inhibition, selective
attention, behavior-emotion, metacognitive
processes, not all of which are strictly speaking
FL functions in the “executive” sense since they
may be considered involving several different
domain-specific modules with varying pro-
cesses that are organized in differing networks
of the working brain (Stuss, 2006).

Sensorimotor Functions and the Appearance
of Neurological Reflexes

Motor control behavior of the newborn is
largely under the control of the spinal cord and
medulla, whereas motor control in adults occurs
at different levels of the nervous system. At birth,
several neurological responses are present. The
appearance and disappearance of neurological
(primitive reflex) signs are essentially transient
mechanisms either subserving life-sustaining
functions or forming preliminary patterns of
future voluntary activity, e.g., the stepping reac-
tion that precedes voluntary step-walking. The
most important responses that appear and dis-
appear in early postnatal life are reflexes of posi-
tion and movement, e.g., the Moro reflex,
asymmetric tonic neck reflex (TNR), neck right-
ing reflex, Landau response, palmar grasp reflex,
abductor spread of knee jerk, plantar grasp
reflex, Babinski response, and parachute reac-
tion. The Landau response and the neck righting

reflex are the first to appear around the time of
birth and the last to disappear (at 1-2 years)
(Siqueland & Lipsitt, 1966). Reflexes to sound
that appear at the time of birth include the blink-
ing response and the turning response. The
reflexes of vision include blinking to threat, hor-
izontal following, vertical following, opticoki-
netic nystagmus, postrotational nystagmus, lid
closure to light, and macular light reflex (Barnet,
1966; Franz, 1963). The feeding reflexes include
rooting response-awake, rooting response-
asleep, and sucking response, all of which appear
at the time of birth; the last to disappear is the
sucking response at approximately 12 months.

The level of neural functioning during the
neonatal period can be determined only with
great approximation. Some of these reflexes
will drop out of an infant’s behavioral repertoire
at around postnatal month 3 or 4. This is pre-
sumably the result of increasing cortical inhibi-
tion of lower centers in the brain. Reflex arcs
exist below the cortical level, and before integra-
tion occurs between subcortical and cortical
structures, stimulation of the infant elicits an
involuntary, subcortically mediated reflex
response. As the maturing cortical centers
become integrated with subcortical areas, primi-
tive reflex behavior then becomes inhibited. The
fact that most of the activity of a normal new-
born can be observed in an anencephalic infant
possessing only a brain stem and certain compo-
nents of the basal ganglia indicates that cerebral
cortex participates very little, if at all, in the
function of the CNS during this stage of life.
Children with these morphogenetic anomalies
do not survive usually more than 2 months, but
while alive, they do show reflex development
similar to the patterns of normal infants of the
same age (Davison & Dobbing, 1968; Dodgson,
1962; Humphrey, 1964; Moore, 1977; Smith,
1976).

Concerning development of the cerebral
cortex, upper, central, and hindmost regions
tend to mature early, such as those concerned
with bodily sensations involved in the control
of movements, hearing, and vision. Frontal
and lower sides (frontal lobe area) in the
region of the temporal lobe mature at a slower
rate. In the motor strip area, for example,
parts that control trunk and arm movements
appear in advance of parts that will control leg
and finger movements.
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Prematurity and Low Birth Weight

The fact that babies who are born prema-
turely but go on to develop without complica-
tions suggests that only when the brain is ready,
and not before, will it start to develop in earnest.
Infants who are 4 weeks preterm, generally
speaking, will tend to “catch up” after 12
months. Judging by the immature state of the
cerebral cortex, it can be speculated that the
latter phenomenon plays a minor role in the life
of the child at the time of birth. Support for this
notion comes from recent studies showing corre-
lation of myelin deposition with measurements
of local glucose metabolism from "*FDG-PETT
research which is an indication of functional
activity (Chugani & Phelps, 1986). The infant
may be completely dependent on the inner
regions of the brain, especially subcortical struc-
tures, since not until postnatal month 3 does the
roof of the brain begin to intervene in a domi-
nant manner, e.g., control of arm movements
involved with the first signs of coordination of
hand and eye movements (Davies & Stewart,
1975; Lemire et al., 1975; Levene & Dubowitz,
1982).

Studies in the past 10 years have shown that
babies of very low birth weights (LBW < 1500 g)
are at high risk for cognitive development pro-
blems. Premature infants (weighing < 2500 g or
5% 1b) are at a far higher risk for birth-related
defects and infant mortality than full-term
infants. Developmental abnormalities of the
brain account for 30-40% of deaths during the
first 12 months of life. Survivors tend to develop
intellectual impairment (Hack et al., 1994; Weis-
berg, Strub, & Garcia, 1989). White matter
abnormalities such as perinatal leukoencephalo-
pathies (PLE) are significantly higher in preterm
infants. Cerebral palsy is 30 times greater in
infants weighing less than 1.5kg (530z) at
birth. LBW infants can develop bronchopul-
monary dysplasia that can lead to neurological
and cognitive impairment as well (Leviton &
Paneth, 1990; Vohr et al., 1991).

Hack et al. (1994) recently tracked 68 chil-
dren born 5-9 years ago weighing under 750 g
(0.5% of 4 x 10° births in the United States each
year). This group makes up just under 7% of the
292,000 premature infants (under 2500 g or 5%
Ib) born every year in the United States. Results
from this study show these children to have

higher incidences of cerebral palsy, intellectual
retardation, distractability/inattention, delayed
speech/language problems, and learning difficul-
ties (mathematics skills, in particular). While the
researchers showed about one-third living nor-
mal lives, the majority of these children face
major problems, both physical and mental,
which affect their scholastic and social
development.

Frontal Lobe Maturation

The slowly maturing frontal lobes play a
significant role required for a young child to
respond correctly to verbal instructions. Luria
pointed out that in young children, the immatur-
ity of brain structures may be such that it is
physically impossible for a child not to say or
do what he or she is told not to do (Luria, 1960,
1961). This situation bears close resemblance to
that of adults with damage to the frontal lobes.
Not until the frontal regions of the brain are well
developed can a child become capable of consis-
tently obeying certain verbal commands. It is
usually not until 3 %2—4 years of age that children
are capable of learning to carry out a complex
program of actions deliberately, in accordance
with unrepeated verbal instructions. The timing
of myelination of the frontal lobes, starting at
approximately 12 months, correlates with the
development of fear response (anxiety) in
infancy (Kagan, 1985; Kagan & Moss, 1983).

Stratification within the cortex proceeds
according to a definite plan in terms of neuronal
organization. Neurons with connections in cer-
tain parts of the brain differ from others with
respect to the cerebral hemispheres. For exam-
ple, in the posterior portion of the cerebral cor-
tex, the development of the layers proceeds
according to a clear-cut, typically six-layer plan
with a distinct layer (IV) as the main site of
termination of afferent impulses from the sub-
cortical divisions of perceptual analyzer regions.
There is a difference that exists between the
structural differentiation of the anterior versus
posterior divisions of the cortex in early onto-
genesis. This may account for slowly developing
cortical-cortical connections, essential to the
later differentiation and organization of the
outer three layers in middle and later childhood
(Luria, 1969b; Stuss & Benson, 1986; Warren &
Akert, 1964; Zimmerman et al., 1992).



DEVELOPMENT OF HIGHER BRAIN FUNCTIONS 85

Nutrition and Malnutrition

Human fetal nutrition depends largely on
the size and functional capacity of the tropho-
blasts in the placenta and the villous surface area
through which the exchange of nutrients takes
place. In the placenta, three phases of growth
occur by about 34-36 weeks of gestation. Cell
division ceases while weight and protein increase
nearly until full term. Placentas from infants
who had experienced intrauterine growth failure
tend to show fewer numbers of cells and an
increased RNA/DNA ratio relative to control
placentas. Studies of placentas from malnour-
ished populations in different parts of the
world have confirmed that fewer cells are present
relative to normal placentas. Maternal malnutri-
tion, vascular insufficiency, and abnormal influ-
ences with regard to intrauterine growth
contingent on the placenta will adversely affect
cell division in the placenta. During intrauterine
life, all fetal organs are in a hyperplastic phase of
growth and probably at no other time is the
human organism more susceptible to nutritional
stresses. Fetal malnutrition can result from any
number of causes, e.g., reduced nutrients within
the maternal circulation, faulty placental trans-
port of specific nutrients, and abnormal mater-
nal circulation. Deficiencies in specific nutrients
are not known to affect fetal brain development.
Reduction in either total calorie or total protein
intake by the fetus can lead to retarded growth
(Cravioto & Arrieta, 1979, 1983; DeLong, 1993).

Studies of the effects of malnutrition on
human brain cell development have been limited.
Infants who died as a result of failure to thrive
(marasmus) during the first year of life had cor-
relations of reduced protein, total RNA, total
cholesterol, total phospholipid, and total DNA
content. The rate of DNA synthesis was also
found to be reduced. Cell division showed limita-
tions, too. These factors collectively suggest that
if malnutrition persists beyond 8 months postna-
tally, not only the cell number but also the size
becomes reduced, disproportionately. Malnutri-
tion in humans tends to reduce the rate of cell
division in all brain areas. Early malnutrition
affects cell division, myelination, and vulnerabil-
ity as to neural tissues’ optimal rate of synthesis
of DNA. Nutritional deprivation up to an age of
18 months causes permanent intellectual impair-
ment (Dobbing, 1990).

Cerebral Oxygen Consumption and Blood
Flow

In the developing brain of the newborn,
oxygen consumption is relatively low but gradu-
ally increases with maturation. That the neona-
tal brain is able to tolerate states of anoxia is
suggested by the low cerebral oxygen consump-
tion at birth. This ability to tolerate anoxic con-
ditions may also be related to the brain’s
dependence (prior to birth) on anaerobic glyco-
lysis as an energy source. The level of enzymes
needed for aerobic glycolysis just prior to birth
shows an increase as the brain’s metabolism
begins to change from anaerobic to aerobic.

Cerebral blood flow (CBF) is relatively low
in the newborn but increases with age to a max-
imum of 105ml/100g per min starting at
approximately 3 or 4 years of age. Disruption
of CBF and oxygen consumption will affect oxi-
dative phosphorylation as the brain develops.
The average CBF for an adult is between 45
and 55ml/100g per min. In adults, a value
below 20 ml/100 g per min will begin a process
of metabolic degradation within neuronal mito-
chondria, leading to failure in synaptic transmis-
sion and EEG changes. Abnormalities that arise
as a result of this degradation process are as
follows: perinatal asphyxia; hypoxic—ischemic
birth-related episodes; and extended decrease of
CBF that is interrupted in terms of cardiac out-
put (Finkelstein et al., 1980; Ingvar, Sjolund, &
Ardo, 1976; Mazziotta & Phelps, 1985;
Mazziotta, Phelps, & Miller, 1981; Phelps,
Mazziotta, & Schelbert, 1986; Roberts, 1986).

Changes in cerebral function result in
demonstrable changes in metabolism and blood
flow. EEG frequency correlates with the meta-
bolic rate of the brain. Total CBF correlates
with oxygen consumption. Activation of specific
areas of the brain associated with sensory, motor,
and mental functions has been widely shown to
cause increases in regional cerebral blood flow
(rCBF) and metabolism. It has been proposed
that neural activity results in the release of vasoac-
tive substances, e.g., adenosine triphosphate
(ATP), which has been implicated as a possible
mediator responsible for the local coupling of
blood flow and metabolism (Bruns et al., 1987).

The response to hypoxia appears to depend
on the level of neural tissue oxygenation rather
than arterial pressure. The role of oxygen can be
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viewed in terms of mitochondrial oxygen metabo-
lism which accounts for 80-90% of total cellular
oxygen consumption (Lehninger, 1993). The pro-
vision of energy for the nerve cell via oxidative
phosphorylation (the process in which cellular
oxygen consumed produces usable energy) is the
main function of oxygen. Most of the energy used
by a cell comes from ATP and the electron trans-
port chain, which yields free energy changes that
occur in a series of bioenergetic steps. Inadequate
delivery of oxygen to brain tissues may result
from hypoxemia (inadequate arterial oxygen
amount), ischemia (inadequate blood flow), or a
combination of these two. Several mechanisms
exist in order to protect tissue oxygenation,
including local cerebral blood flow.

Mechanisms underlying brain damage in
newborns are poorly understood (Cross,
Gadian, Connelly, & Leonard, 1993). The first
human neonatal applications of magnetic reso-
nance spectroscopy (*'P-MRS) to measure rela-
tive metabolite concentrations in newborn brain
tissues in vivo were described 10 years ago (Cady
et al., 1983; Hope et al., 1984). Since then, the
value of >'P-MRS, as a research tool and inves-
tigation technique, has been widely confirmed as
a useful prognostic tool in asphyxiated infants;
hypoxic—ischemic states; cerebral oxidative
metabolism and hemodynamics involved in
perinatal brain injury; and early normal brain
development (Hope & Moorecraft, 1991;
Reynolds et al., 1991).

CBF has been studied using PETT investi-
gation to address the suggestion that newborn
human brains may be more resistant to ischemic
injury than are adult brains. Altman et al. (1988)
studied preterm and term newborns and found
the range of mean CBF in preterm infants to be
4.9-23 ml/100 g per min whereas the range of CBF
in term infants was 9.0-73 ml/100 g per min. This
study shows that the CBF requirement for brain
tissue viability in newborns is lower than in
adults in contrast to normal findings on neuro-
logical examinations and Bayley Scales of 80 or
greater.

Recently, '"H-MRS investigation was used
to examine (within the first month of life) the
brains of 11 infants born at term (10 showing
signs of hypoxic—ischemic encephalopathy, 1
neurologically intact). All infants had peak reso-
nances on their spectra that could be correlated
with N-acetylaspartate (NAA), choline com-
pounds (Cho), and creatine/phosphocreatine

(Cr and PCr). Neurodevelopmental outcome
was correlated with initial spectroscopy findings
as to reflecting clinical outcome (Peden et al.,
1993). This study provides the latest information
about five major chemical changes occurring in
the brains of infants with hypoxic-ischemic
encephalopathy. It demonstrates quantitatively
useful in vivo MRS-based biochemical informa-
tion in newborns’ brains in a noninvasive man-
ner, as to normal and abnormal metabolic brain
development. This same type of study using
"H-MRS has demonstrated that NAA and Cr
are determined by gestational age whereas the
concentration in terms of milliliters correlates
best with postnatal age (Kreis et al., 1993). The
central key lies in obtaining "H-MRS quantita-
tive information regarding these chemicals, i.e.,
in the confirmed ability to diagnose and monitor
living functional tissue as a “metabolic window”
into biochemical events in normal and patholo-
gical developmental processes, since metabolic
ratios are often misleading (Goplerud &
Delivoria-Papadopoulos, 1993; Kreis et al., 1993;
Tzika et al., 1993).

The functional activation of the human
brain can be visualized with MR imaging as a
method of mapping brain structure to function
(Connelly et al.,, 1993). Neuronal activity
changes through in utero and neonatal brain
development causing local changes in CBF,
blood oxygenation, blood volume, and oxida-
tive phosphorylation (bioenergetic changes in
the mitochondria) by using intrinsic blood-tis-
sue contrast via functional MR imaging (FI).
This technology opens a spatial-temporal win-
dow into individual brain physiology (Connelly
et al., 1993; Kwong et al., 1992; Stehling et al.,
1991). Because of FI and 'H-MRS investigating
methods, it is possible to extend metabolic and
developmental brain physiology in vivo beyond
immediate cellular response, e.g., asphyxia, to
chronic adaptation in the newborn. Clinically
applied, this now enables researchers and clin-
icians to quantitatively identify brain injury
that is reversible, in some cases, to have suffi-
cient time to diagnose and intervene. The pro-
spect for future prevention and potential
therapies is a clinical revolution not achieved
until now (Goplerud & Delivoria-Papadopou-
los, 1993; Kwong et al., 1992; Martin, Grutter,
& Boesch, 1990; Peden et al., 1993; Tzika et al.,
1993).
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EEG Development

Human fetal EEG activity has been recorded
as early as day 43 (Bernstine, Borkowski, & Price,
1955). Fetal EEG activity evolves in a rapid and
specific manner. In a 5-month-old fetus, cerebral
activity lacks organization, rhythmicity, and reg-
ularity. At 6 months, organization emerges;
rhythmic theta activity (4-6 Hz) appears in flur-
ries lasting about 2s. In the seventh month, activ-
ity tends to become continuous at about 1 Hz
with voltages ranging from approximately
100-200 uV. This slower activity is interspersed
with faster frequencies around the seventh and
eighth months. Differences between active and
quiet sleeping states become more pronounced
(Ellingson, 1964; Lindsley, 1939).

Bursts in the electrical activity pattern at
6-7 months are associated with an increase in
enzymatic activity in the brain. The major dif-
ference between the immature and maturing
infant’s brain is the definite change in EEG
between periods of wakefulness and sleep. As a
generalization, the amount of quiet sleep
increases with maturation. In the eighth month,
during active sleep, fast waves of approximately
2-3Hz appear with no localization and often
impose on low-voltage faster waves, and become
dominant. Frequency measurements of photi-
cally evoked responses recorded from the occi-
pital area show a progressive shortening with
maturation. Responses to auditory stimuli also
show clear differences in waveform, amplitude,
and latency of wave components with matura-
tion (Ellingson, 1964; Hagne, 1972).

Rate of maturation of brain electrical activity
decreases with age. After birth, maturity of
changes occurs within the first 3 years. Fewer
alterations are noted between 3 and 8 years of
age. Five stages have been shown to be synchro-
nous across regions during the first 10 %2 years of
life. Thereafter, the four maturation times show
independence from one another based on
maturational trajectories for quantitative EEG
frequencies in brain regions. This suggests a
strong relationship between neuroanatomical
and neurolinguistic development (Semrud-
Clikeman, Hynd, Novey, & Elipulos, 1991).
Because of the continually changing aspects of
the EEG during childhood, problems of inter-
pretation are more numerous than for adult
recordings.

Newborns have only brief periods of
wakefulness with eyes open. They sleep 16h a
day, and half of that is REM sleep. Fetuses
spend most of their sleeping time in REM
sleep. Two well-defined types of sleep patterns
are noted in 32- to 39-week premature and in
full-term neonates: active sleep and quiet sleep.
Early in the newborn’s life, 2- to 4-Hz waves are
present, which will be replaced by those of
4-7Hz at approximately 5 years of age. Faster
activity in the occipital regions of the brain
(8-12 Hz) begins to dominate, and alpha rhythm
of the mature brain starts to emerge. Occipital
alpha rhythm changes rapidly in the first year
from a 3- to 4-Hz rhythm to twice that frequency
by the end of the first year. Changes in frequency
have been postulated to be correlated with neu-
rohormone growth factors, brain growth, and
myelination.

Changes in the EEG’s alpha frequency with
age have important behavioral consequences.
Periods of rapid change in EEG activity can
help to identify critical periods for behavioral
change. One of these periods occurs at the end
of the third month of life when the alpha rhythm
first appears. Another important period extends
from the end of the first to the completion of the
second year of life when the alpha rhythm attains
adult values. Alpha frequency can be construed
as one key variable in brain maturation signaling
critical behavioral changes.

Lindsley (Lindsley, 1939; Lindsley & Wicke,
1974) proposed that the onset of organized rhyth-
mic occipital activity reflects a significant change
in cortical organization and may mark a point at
which the infant progresses from a subcortical to
a cortical level of functioning. It is suspected that
visual behavior in early infancy is processed by
subcortical mechanisms with the cortex usually
taking over in earnest at about the time rhythmic
occipital EEG patterns begin to emerge.

Recent studies using quantitative complex
statistical analyses of EEGs in an effort to map
the physical maturational stages of the develop-
ing brain in humans from ages 1-21 have
demonstrated five distinct stages of maturation
(Hudspeth & Pribram, 1992). Immediate and
abrupt changes were observed in specific brain
regions throughout maturation in 500 studies as
follows: parietooccipital (PO), temporotemporal
(TT), centrocentral (CC), and frontotemporal
(FT). In the first stage, all regions of the brain,
including those governing somatic, visuospatial,
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and visuoauditory, show signs of synchronous
development up to approximately age 6. Sensory
and motor systems (PO, TT, and CC) mature in
concert until about age 7%.. At this age, the FT
region begins development in earnest. The third
stage involves visuospatial functions (PO) and
some visuoauditory (TT) regions. The fourth
stage shows maturation of the visuoauditory,
visuospatial, and somatic systems (CC) occur-
ring from ages 13-17. The fifth stage, ages
17-21, in the FT region, governs frontal func-
tions and shows significant maturation. The five
physical brain development stages in the quanti-
tative EEG analyses show a high degree of cor-
relation to stages of psychological development
in children, especially in light of Jean Piaget’s
theories (Hudspeth & Pribram, 1992).

Magnetic source imaging (MSI) is a techno-
logical advance that makes use of the physical
principle that every electric signal creates a mag-
netic field around it. MSI tracks tiny electrical
signals that are generated as the brain and muscle
tissue go about their routine functions. The
instrument uses superconducting quantum inter-
ference devices (SQUIDs) that enable researchers
to image the function of brain tissues as well as
structure. SQUIDs measure magnetic fields,
which do not become distorted as they pass
through the body, unlike the EEG, which cannot
determine the exact location because the signals
are distorted as they pass through bone and tissue
(Gallen et al., 1993; Huk & Vieth, 1993; Orrison,
Davis, Sullivan, Mettler, & Flynn, 1990).

Currently, researchers are using MSI to map
the brain before surgery. MSI has the capability
to be able to tell immediately whether brain tissue
is working or not. This technique has applica-
tions for better understanding of normal versus
abnormal brain activity, e.g., epilepsy, Parkin-
son’s disease, and behavioral neurology (Gallen
et al., 1993). A broader goal is to combine
SQUID technology with data from MRI studies
in order to create a dynamic, functional image of
higher mental processes occurring in the brain
(Wang, Kaufman, & Williamson, 1993).

Speech and Oral Communication
Development

Speech (oral communication) is a basic tool
in interpersonal relationships and serves as a key
indicator of brain development in the early years

of life. Interference with speech development or
subsequent distortion of speech may have a pro-
found effect on social competency and cognitive
and interpersonal development in the child
(Goodglass & Kaplan, 1972; Luria, 1969c;
Neville, 1984). An understanding of the neurop-
sychological development of the speech process
is needed prior to any professional advice or
instruction with regard to the causes and treat-
ment of speech-related disorders. Such diverse
elements as neurological maturation, acquisition
of fine muscle control, and development of sym-
bolic formulation abilities crucial to develop-
ment of cognitive processing of information
can all be related to speech development. It is
these neuroanatomical, neuropsychological, and
neurophysiological aspects that provide the con-
tent and control from which speech is created. In
later stages, especially in acquisition of words
and sentences, contributions of learned behavior
emerge (Darley & Fay, 1980; DeVilliers &
DeVilliers, 1979; Lenneberg, 1964, 1967; Milner,
1976; Siegel, 1979).

In the ecarly stage, any division of speech
development into discrete stages can be mislead-
ing. Generally, all basic behaviors that appear at
different ages function throughout childhood
and into adulthood. After the prespeech stage
(from birth to 3 months), speech starts with the
reflex stage. The birth cry can be considered
the beginning of speech, but any true expression
is doubtful. Shortly after birth, reflex crying
appears in response to discomfort or fear. Cries
often vary and become differentiated from other
noises, such as gurgling, sucking, cooing, and
laughing. From 3 to 12 months babbling occurs.
Basic changes in vocal expression are observed
in the rapid increase in the number and varieties
of sounds. As a child develops early awareness of
vocalizations and moves into a period of vocal
exploration, practice and repetition occurs in
greater frequency. A child at this stage begins
to modify imitations and is aware that he or she
is “imitating” oneself. In many instances, early
imitations of others’ speech result from the repe-
tition of sounds that the child has produced.
Later, as the adult model initiates imitative
responses with familiar new sounds, the basis
for learning speech pattern emerges. In the
earlier phase, various sounds are repeated.
Sounds that approximate language are usually
selected based on the most intense reinforcement
derived by the child.
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Another step in the development of speech
emerges when the child integrates babblings and
imitations into sequential patterns that sound
more like true speech onset at about 12 months.
Individual sounds tend to be reasonably accurate,
vocal quality approaches that of voices heard, and
sounds are grouped into nonsense forms and even
phrases. Occasionally, what appear to be recog-
nizable words are heard by adults, but may not
represent meaningful speech at this stage.

True speech stages begin to emerge when
characteristic features include motor control of
breathing, phonation, and articulation. Ability
to echo, complex mechanical patterning of
speech, and other skills are practiced to assist in
the leap to a distinctly different level of function.
Complementary inter-language is a prerequisite
as recognition of familiar objects in the environ-
ment requires inner language. As the child devel-
ops into later years, this type of language would
be similar to what adults sometimes use when
talking to oneself (Molfese, Freeman, &
Palermo, 1975; Segalowitz & Chapman, 1980).
The child comes to develop an awareness that
certain sounds spoken by the parents stand for
objects (auditory receptive language). Inner lan-
guage and auditory receptive language have
been suggested to precede actual production of
meaningful words (Luria, 1961, 1982; Luria &
Yudovich, 1959).

The word stage emerges from approxi-
mately 11-24 months in which true first words
are usually names of concrete objects. Sentences
start to appear at approximately 18—-36 months.
The advent of an increasing vocabulary contain-
ing a variety of representations for objects, peo-
ple, and actions in the child’s environment
provides the opportunity for the child to dis-
cover more complex meanings and verbal
reinforcement. This is a variable period for the
beginning of sentences and there may be periods
of little progress after sentences are first used.

Complex speech development takes place
from approximately 24 months up to 7 years of
age. All parts of speech increase at a rapid rate.
The word “no” will cover a vast number of situa-
tions, behaviorally, and provide a distinct mea-
sure of control over individuals in the child’s
environment. Extrapolations of grammatical
structures cause difficulty with some irregular
verbs, but the process of such abstracting indi-
cates increasing degrees of complexity of sym-
bolic thinking. Categories are learned, e.g., male

versus female, dog versus cat. Children start to
learn that matching reality to a symbol requires
relative concepts as well as absolutes. This qual-
ity of assigning symbol to meaning is lacking, for
example, in severely autistic children in their
speech development (DeVilliers & DeVilliers,
1979; Luria, 1960; Piven et al., 1990; Siegel,
1979; Wertsch, 1979). As the expansion of poten-
tial for expression continues to develop, oral
communication serves not only as an efficient
tool for exploring and understanding the people
and the world that surround the child, but also
becomes a means for controlling and manipulat-
ing the environment. It serves to provide an
extension in a variety of emotional expressions
that goes beyond methods such as tensing mus-
cles, throwing a tantrum, crying, and engaging in
uncontrolled movements (Darley & Fay, 1980).

During the child’s first 12-20 months, a
transition occurs from visual representation to
a verbalization mode in which the child’s ability
to participate in sequences of interpersonal
exchanges via speech emerges (Mills, Coffey, &
Neville, 1993). Children use language as a med-
ium to communicate messages that become more
syntactically refined over age. It is the process
of assigning a memory code to a symbolic form
that raises the questions of “how does a child
retain what is learned?” and “how are coding
errors corrected or adaptations to a changing
environment effected?” (Grossberg, 1980;
Vygotsky, 1980). Partial answers to these ques-
tions are seen from recent memory and auditory
brain stem studies (Roncagliolo, Benitez, &
Perez, 1994; Semrud-Clikeman et al., 1991;
Squire & Zola-Morgan, 1991; Zola-Morgan &
Squire, 1993).

It would be myopic to view speech develop-
ment as an isolated process. It is integrally linked
with physical, psychological, and sociological
maturational processes. Disruptions or distor-
tions in any of these areas can have serious
repercussions. It is particularly important that
speech be developed uninterrupted during early
childhood, since there is compelling evidence
suggesting that lack of developmental opportu-
nity or severe inhibitory factors have serious
and permanent effects on linguistic-symbolic—
intellectual development (Jernigan, Hesselink,
Sowell, & Tallal, 1991; Kulynych, Vladar, Jones,
& Weinberger, 1994; Roncagliolo et al., 1994;
Semrud-Clikeman et al., 1991; Wong & Wong,
1991). The child may never become a completely
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functional human being in the developmental
sense if speech is arrested or not developed by
7 years of age (Curtiss, 1979). Professionals and
parents involved in a child’s development have a
significant responsibility to detect aberrant pat-
terns during development as early as possible
(Goodglass & Kaplan, 1972; Damasio, 1989).

Symptoms of possible difficulty may be
noted in several ways during the first year of
life. In the prespeech period, the most critical
characteristic is the lack of progressive change
in the nature of babbling or, conversely, dete-
rioration of vocalization to that representing
earlier stages of development. At ages when
response to and imitation of sounds of others
may be expected, any unusual delay may suggest
difficulty in learning to talk. Failure to engage in
jargon conversation is likewise an important
indicator of problems. It is when more advanced
behaviors have failed to materialize that one
becomes concerned in terms of delay. Continua-
tion of earlier forms of vocalizations during later
months of the prespeech period is not evidence
that progress is delayed. As long as speech is
inclusive enough for useful communication and
can be reasonably well understood by strangers
by 4 years of age, concern over development of a
serious problem lessens. In addition to articula-
tion aspects, there is the possibility, during this
period of development, of difficulties in fluency.
For example, all children have numerous dys-
fluencies in speech. At certain times and under
certain circumstances, these are more frequent
and noticeable. The distinction between normal
dysfluencies and stuttering is not always easy to
make, particularly as there is variability from indi-
vidual to individual. In general, however, major
concern is not necessary unless there are signs of
struggling behavior, tensions, anxiety, or reac-
tions to specific dysfluencies in the child. Persis-
tent rudimentary sentences may indicate a
broader developmental delay but it must be
emphasized that the total environmental back-
ground must be considered before assuming that
a child has basic inadequacies.

Recognition of a speech problem versus
undue concern over what are essentially indivi-
dual differences in oral communication patterns
can affect a child’s cognitive, social, and emo-
tional development. In this sense, appropriate
evaluation can be reached by the integration of
several factors: sequence and nature of speech
skills; relationship of these to the child’s

experience and development; and the accultura-
tion process in which others in the child’s envir-
onment can influence these developments.

Acculturation Processes

Brain growth and the acculturation process
are inextricably bound in human development.
Neural networks are being set and affected by
specific experiences related to environmental
events (Szentagothai, 1978; Witelson, 1985).
Acquisition of cognitive operations, which in
part is influenced by a particular culture, has
an effect on elaboration of neural circuitry.
Neural circuits are formed during a period of
acquisition and development of cognitive neural
codes. Brain morphogenesis during a prolonged
period of exposure to significant novel experi-
ences can be expected to be modeled in accor-
dance with ongoing experience (Goldman, 1975;
Gottlieb, 1976a,b; McConnell, 1991; Mills et al.,
1993; Plante, Swisher, Vance, & Rapcsak, 1991;
Semrud-Clikeman et al., 1991; Taylor, 1969).

Data collected from studies of heredity and
environment suggest that morphogenetic devel-
opment of the brain’s intellectual nature is attri-
butable to both genetic and social environmental
influences, the former having slightly greater
effect than the latter (Oates, 1979; Plomin &
Rowe, 1979; Posner, 1993). What this suggests
is that several different cortical-cortical and cor-
tical-subcortical systems are operative during
the process of learning and information storage.
What the infant senses, then, may be in part the
result of what is neurally “set” to sense or com-
petent to sense via a selective attending process
(Dietrich, 1990; DiGuilio, Seidenberg, O’Leary,
& Raz, 1994; Hudspeth & Pribram, 1992; Posner
& Petersen, 1990; Pribram, 1976; Siegel, 1979).

Postnatal Perceptual, Cognitive, and Motor
Development

Perception can be considered a multichannel
process of visuomotor, auditory, sensorimotor,
and other skills in which motor components of
perceptual acts may be seen as a control process
over sensory input mechanisms. Sensory input
data contribute significantly to the following: per-
ceptual processing of information; decision-mak-
ing; readiness-to-act; and motor control
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commands, all the way from motor reflexes to the
highest neocortical levels involving planning,
organizational abstract thought. The significance
of these processes as to the phenomenon of con-
trol lies in the success (or failure) of the infant’s
development and behavioral repertoire (Petersen
et al., 1994; Raichle et al., 1994).

During the earlier stage in development (the
first 2 years of life), an infant changes from hav-
ing little awareness of the environment, to a child
who is aware of the environment via its develop-
ing sensoriperceptual systems and neurological
growth processes. If development proceeds
normally, the child is capable of discriminating
among the various environmental stimuli.
During the second stage (2-5 years), preconceptual
representation as described by developmental
psychologists such as Piaget and Bruner takes
place in which the child develops pictorial (ideo-
graph) images as symbols. The child also begins
to advance in language competency. During the
third stage (57 years), symbolic representation
occurs in which the child becomes aware that he
or she is not alone in the universe and begins to
interact with several environmental forces that
impinge on the child’s development. The fourth
stage (7-12 years) is characterized by opera-
tional thinking in which the child begins to
recognize certain relationships between objects
and appreciate their relative values, e.g., the
concept of mass, size, distance, length, and time
(Bower, 1977; Mistretta & Bradley, 1978; Siegel,
1979; Tulving, 1985).

Several attempts have been made to match
developmental stages in cognition with defined
structural changes in the brain (Epstein, 1978;
Milner, 1976; Ploog, 1979; Vygotsky, 1974).
Until recently, such efforts have met with very
limited success except for recent studies (Hudspeth
and Pribram, 1992; Kwong et al., 1992). Major
obstacles in trying to correlate behavioral,
motor, and sensorimotor development in finite
stages include neural and metabolic processes
involved in cellular differentiation, synaptic
process formation, dendritic arborization, and
myelination development discussed previously.
Actual alterations or modifications can arise as a
result of metabolic factors that affect function,
e.g., decreased CBF; oxygen use by cerebral
tissues; glucose use by cerebral tissues; cerebral
vascular alterations leading to ischemic,
hypoxic, or anoxic episodes; and periventricular
leukomalacia (PVL). As glucose and oxygen are

the primary constituents providing the meta-
bolic energy requirements of neurons, rates at
which these substrates are used can provide a
quantitative assessment of the level of neuronal
function in the brain (Martin et al., 1990).

Maturational changes in cerebral function
in human infants have been studied by quantita-
tive methods using 2-deoxy-2-fluoro-p-glucose
(2-DFG) and positron emission tomographic
technique (PETT) (Chugani & Phelps, 1986).
Studies of infants at various times during devel-
opment reveal significant changes in a progressive
manner in local cerebral glucose metabolism.
Chugani and Phelps (1986) studied 5-week-old,
3-month-old, and older infants and found glu-
cose metabolic activity increasing in anatomical
regions in agreement with behavioral, anatomi-
cal, and neurophysiological alterations that are
known to occur in the first 12 months according
to established patterns of infant CNS develop-
ment. More recent studies have extended this
growing body of information on human infants
by using PETT and functional imaging (fMRI)
(Chugani, 1992, 1993, 1994; Chugani & Jacobs,
1994; Kreis et al., 1993).

Although it is not yet possible to specify
which brain mechanisms are specifically
involved in perceptual processing, it is believed
that many of the events are distributed through-
out the brain. Perception represents functions
drawing from systems at diverse anatomical
sites, both in upper and in lower regions of the
brain (Bower, 1977; Livingston, 1978; Majovski &
Jacques, 1982; Posner, 1993).

Connections conceivably involved with cen-
tral information processing of context-dependent
and context-free events in the environment may
involve cortex-to-basal ganglia and frontolimbic
pathways. Sensorimotor readiness, in part, is
dependent on cognitive—spatial mapping proper-
ties thought to be carried out in the hippocampal
formation and neocortical structures (Izquierdo,
1975; Liben, Patterson, & Newcombe, 1981;
Nauta, 1986a,b; O’Keefe, 1994; Squire &
Zola-Morgan, 1991).

Memory

Memory underlies the highest functions of
the brain, from multiplying two numbers to
developing a sense of oneself. All memories
come from the world outside of the mind.
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Whereas visual images leave shadows on the
retina for less than a second, sounds taper off
into echoes lasting no more than 4s. A major
question arises: How does a coded memory pro-
cess, specific to certain environmental events,
differ from those that organize and lay down a
long-term memory code? Partial answers have
issued from a recent developmental study by
DiGuilio et al. (1994) of procedural versus
declarative memory. Structures implicated as
crucial for forming new and enduring memories
include the hippocampi, frontal lobes, and med-
ial-temporal structures (Squire & Zola-Morgan,
1991). It is at this level that human thought,
planning, decision-making, and organization of
information involved in higher cortical functions
take place, and where sensory impressions leave
their “traces” in neurons. How this process
works is not fully understood because only
selected features are allowed to pass on to the
cortex.

A child’s functional memory capacity devel-
ops across years from early infancy onward.
Recall performance increases reaching a plateau
in adolescence (Kail & Hagen, 1977; Meudell,
1983). Procedural and declarative memory have
been studied extensively in adults but research
on the development of memory in childhood has
been focused mainly on declarative memory
from a developmental perspective. The dissocia-
tion between procedural and declarative mem-
ory systems in amnestic patients may serve as a
model for a better understanding of the type of
memory tasks children are capable of learning
early in their cognitive development and subse-
quently improve with aging.

Developmental differences seen at different
ages on measures of declarative memory may
correspond to anatomical changes occurring in
such structures as the hippocampi, diencepha-
lon, and medial temporal lobes (Nadel & Zola-
Morgan, 1984; Squire & Zola-Morgan, 1991;
Zola-Morgan & Squire, 1993). Procedural mem-
ory is thought to reach maturation by middle
childhood although no consensus has been
reached concerning the neural mechanisms
responsible. Tulving (1985) suggested that pro-
cedural memory is analogous to that of lower
animals which is subserved by subcortical struc-
tures. Evidence from several animal and human
studies has shown a role of the striate system,
independent from corticolimbic circuit responsi-
ble for recognition and recall, involved in

mediating procedural memory (Heindel, Sal-
mon, Shults, Walicke, & Butters, 1989; Mishkin
& Petri, 1984; Saint-Cyr, Taylor, & Lang, 1987).

DiGuilio et al. (1994) have demonstrated in
children that the level of procedural memory
performance stabilizes during a period of devel-
opment when declarative memory continues to
improve. A plausible explanation may come
from myelination and neuronal dendritic prolif-
eration processes that continue in the diencepha-
lon; ongoing maturation in hippocampal
formation; and associated connections involving
the temporal lobe regions. The absence of age
differences found in procedural memory may
suggest that these brain regions are functionally
and neuroanatomically mature by middle
childhood.

How other information is inhibited is a
mystery. How neurons are “tuned in” to the
ongoing events of the environment, such that
they can abruptly change in firing patterns on
sensing the smell of food, the perception of fear
or threat, the sight of something stimulating, is
unresolved at present. Functional imaging
(fMRI, MRS, MegEEG, and MSI) are quanti-
tative methods that are providing a major gain in
examining the in vivo process of how cognition
takes place.

Symbolization and Early Cognitive
Development

Perhaps no aspect of human development is
more important than symbolic representation in
its broader role in life, affecting almost every-
thing we do. Normal healthy toddlers between
ages 2% and 3 years were studied to determine
whether they could use their memory of a small
room to figure out where to find a toy that was
hidden in a large room (DeLoache et al.,
2004a,b). Results of studies on 2%:-year olds
and 3-year olds showed that the 3-year olds
were successful but the 2%-year olds failed. It
was posited that they had no idea where to look
when entering the large room but remembered
the hidden toy placed in the miniature room
prior to entering the large room. The 2 '%-year-
old failure observation, it has been hypothesized,
may be due to the lack of understanding “how”
and “when” they acquire the ability to under-
stand that one object can stand for another,
i.e., dual-symbolic representation. Symbol-
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mindedness is a learning process that occurs over
several years throughout childhood and is not
something intuitive in infants. A fundamental
distinction in this age-developmental process
occurs when children can view an object both
as itself and representing something else, i.e.,
understanding that one object can stand for
another. This has implications for educators
and their practices in the preschool and elemen-
tary school levels in regard to young children
being able to learn enormous amounts of infor-
mation without directly experiencing it.

Mirror Neurons (MN)

Mirror neurons (MN) were first discovered
by researchers studying individual neurons in the
brains of Macaque monkeys that fired both
when grabbing an object and watching another
primate grab the same object (di Pellegrino et al.,
1992; Sheliga, Riggio, & Rizzolatti, 1995; Rizzo-
latti et al., 1996). MN is a kind of nerve cell that
responds when one performs an action and
observing someone else performing the same
action. It is postulated that MN might help
explain how humans feel emotional empathy
and read social cues in other humans. In the
past decade, research has suggested that MN
play a role in empathy in normal healthy brains,
language development, and has implications for
autistic children, too. However, a major problem
in conducting research with humans versus mon-
keys is that researchers have yet to prove that
humans have individual MN. Studies with the
human motor cortex shows a general mirror
system, but needs further investigation involving
other brain regions Mirror neurons (MN) have
reportedly been found in the (Broadman regions
44, 45) dorsal premotor cortex and Broca’s area.
The role of MN in humans may appear to serve
wider role than in nonhuman primates. The find-
ings of several neuroimaging studies have shown
support in that observation, execution, and imi-
tation of actions in humans involve activity in a
number of regions of the brain including the
premotor cortex and Broca’s area. These areas
are thought to be homologs to the areas in mon-
keys where MN have been identified, e.g., area 5.

Neurophysiological studies using EEG
have been used to study “mirror neuron-like
activity” in humans for over 50 years. In parti-
cular, the mu band which falls between 8 and

13 Hz has been studied. EEG as well as func-
tional imaging has been used to study potential
neurons in both typically developing popula-
tions and in populations of individuals with
autism. Considerable interest has been focused
on MN activity in individuals with autism as
they frequently have deficits in imitation and
MN have implicated in the development of imi-
tation skills. A recent study using EEG pro-
vided support for the theory that mirror
neuron execution/observation matching system
is related to imitation abilities and specifically to
the imitation impairments noted in individuals
with autism (Bernier, 2006, unpublished
dissertation).

At present, there is no firm evidence as to
the precise function of the MN system in
humans, or what alterations in neural develop-
ment would cause brain—behavior dysfunction.
One study with autistic people suggests that MN
systems are not as active when compared to
healthy normal adults (Theoret et al., 2005).
Further studies are needed to address the differ-
ences in brain functioning as well as dysfunction,
i.e., how healthy, normal brains versus people
with autism show social reading of cues, under-
standing, and relating to others, i.e., symbol-
mindedness and learning which occurs in the
second to third years of life.

Williams—Beuren Syndrome (WS)

Williams—Beuren syndrome (WS) is an auto-
somal dominant genetic disorder (Morris & Mer-
vis, 2000) characterized by the following
behavioral features: unusual friendliness; good
verbal abilities and loquacious; lack of social
anxiety; socially uninhibited; poor reading of
social cues; and more prone to anxieties and pho-
bias. Most WS individuals are mentally retarded,
distractible, less cognitively flexible, and adap-
tive. Neuroimaging studies recently conducted
with MRI of WS versus controls (Meyer-Linden-
berg et al., 2005) have reported regarding the
neural correlates of genetically abnormal social
cognition in WS versus healthy subjects. They
found that WS individuals show greater activity
in the prefrontal cortex (PFC) and less activation
in the amygdala region. Controls, however,
demonstrated the opposite pattern when per-
forming visual tasks involving face-matching,
i.e., the assignment of emotional influences and
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meaning to situations involving a face-matching
and scene-matching tasks. Activation in the orbi-
tofrontal region correlated mostly with the WS
individuals in which damage to that region shows
a relationship regarding uninhibited social beha-
vior. The authors found that the link between the
orbitofrontal cortex (OFC) and the amygdala
showed disruptions in WS individuals but not
the medial and prefrontal cortex (PFC) regions.
This study suggests that the neural correlations in
the prefrontal cortex and the amygdala regions of
WS versus healthy individuals on face-matching
and non-face, object tasks affect emotional influ-
ences as to inferred fearful experiences which is
different from PFC functioning, i.c., decision-
making, judgment, regulation activities, etc.
Representation of environmental events
receives continuous updating, in part, via the
thalamocortical processing of spatiotemporal
events, such as formation of a spatiotemporal
“envelope” of reality leading to consciousness.
The thalami are the major structures and gate-
ways for the flow of information toward the
cortex and are the first point at which informa-
tion can be blocked by synaptic inhibition dur-
ing sleep. Lashley, Chow and Semmes (1951)
asserted that the core function of the CNS lies
in the spatial and temporal integration of per-
ception and motor activity in order to provide
refined adaptation of behavior. Since then,
major progress has been made in investigating
the role of the thalamocortical mechanism
involved in arousal and sleep (Steriade et al., 1993).
Some important clues related to how brain
mechanisms operate in terms of sensory proces-
sing and an infant’s behavioral output come from
a consideration of noncorrespondence with past
experiences. The infant discovers through action
that stored codes are connected after his or her
behavior achieves success. Perhaps it is at that
particular moment that perception itself is pro-
jected in symbolic form in a predictive manner for
the desired behaviors to follow. Behavior, in this
sense, is essential to the shaping process of stored
sensory information and not simply its goal.
Memory storage might be deposited in the neural
substrates of various brain centers that are
accessed according to a given context-like paging
system such as is found in a library cataloging
system. Delays in matching stored percepts to
sensory input would then be experienced when
the context is suddenly altered (Majovski & Jac-
ques, 1982; Petersen et al., 1994; Saint-Cyr et al.,

1987; Sergent, Ohta, & MacDonald, 1992; Zola-
Morgan & Squire, 1993).

Some crucial steps considered operational
in this process include rapid matching stage,
hypothesis formation, internal sorting from pos-
sibilities, and testing the selections made via
behavioral acts. Siqueland and Lipsitt (1966)
demonstrated that infants can exhibit learning
during the first day of postnatal life. Head turn-
ing is a regular response in which hypothesis
testing conceivably is occurring. Memory sto-
rage is taking place together with suppression
of interhemispheric transfer of memory codes.
The suppression phenomenon introduced here
has the potential effect of expanding the capacity
of the neocortex for memory storage in its early
stages. The anterior commissure of the corpus
callosum, which interconnects the two temporal
lobes, is believed to participate in memory sto-
rage bilaterally in a yet unspecified process.

Studies that have examined the relationship
between abilities of infants and subsequent cog-
nitive functioning indicate a strong relationship
between infant behaviors and cognitive and lin-
guistic abilities in early childhood, despite rather
low correlations of test scores and measurements
from infant intelligence tests. It has been suggested
that later cognitive development correlates more
highly with early problem-solving skills, whereas
language development tends to correlate more
highly with a child’s understanding of both
object—concept and means—end relationships
(Siegel, 1979). Current research on dyslexia has
addressed the issue of the extent reading deficits
of dyslexic children are related to processing
deficits at the levels of sensory—visual, cognitive—
linguistic, or both. Using evoked potential brain
mapping at the PI10 and N400 microstates
has shown critical factors for successful identi-
fication of specific processing deficits in brain
mapping studies (Brandeis, Vitacco, & Steinhausen,
1994).

Studies have also shown that cerebral
functions are not necessarily localized as was
previously believed based on older theories
regarding left and right brain functions because
children, as well as adults, involve both hemi-
spheres. Perhaps in early development, both
hemispheres serve linguistic functions, prior to
left-hemisphere lateralization in the majority of
right-handed individuals for language capacity
(Benson & Zaidel, 1985; DeVos, Wyllie, Geckler,
Kotagal, & Comair, 1995; Mills et al., 1993;
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Semrud-Clikeman et al., 1991). This would suggest
the possibility that greater cortical plasticity is
most likely present in the earlier stages of infant
language development (Molfese, 1977; Witelson,
1985). Despite the appearance of a high degree of
hemispheric specialization during child matura-
tion, the human brain can be viewed as a “single-
channel system” in the earlier stages of infant
development and later shifts as a result of
changes in its subsequent cognitive and linguistic
development (Bennes et al., 1994; Kinsbourne,
1976; Taylor, 1969; Witelson, 1977).

Some of the rather striking consistent cor-
relations between maturation of the brain and
development of behavioral processes are emerging
from recent MRI, functional imaging (MR), and
MRS investigations in infants (Chugani, 1992;
Kreisetal., 1993; Kwonget al., 1992). The visual
processing area in the brain has been studied and
shows development early in the first year. Lim-
bic areas develop later in the first year. Sensor-
imotor areas develop in earnest in the second
year whereas auditory areas continue to develop
well into the fourth year (Bronson, 1982; Bushnell,
1982; Levine, 1982; Selnes & Whitaker, 1976).
The brain’s highest areas (those involved in
thinking, abstraction, reasoning, and problem-
solving) continue to mature into the teens and
perhaps into the third decade. Development of
social competency can be viewed as a mixture of
maturing of perceptual, sensorimotor, motor,
and linguistic mechanisms in the brain, in con-
junction with the social conditions of the accul-
turation process (Oates, 1979; Siegel, 1979).

Brain Maturation in Early and Late
Cognitive Development

Maturation of cognitive abilities in relation
to brain development, previously discussed, also
can influence emotional and personality develop-
ment in an as yet unspecified manner (Emde,
Gaensbauer, & Harmon, 1976). Kagan (1985)
proposed a maturational sequence of cognitive
abilities as follows. First, the infant demonstrates
the capacity of memory for past experiences; sec-
ond, active memory formation occurs; third, there
is a symbolic framework that takes shape; fourth,
the infant is able to infer causality; and finally, the
child is able to exhibit self-awareness. Kagan and
co-workers assert that these five steps occur in
sequence by 24 months in normal brain

development (Kagan, 1981; Kagan, Kearsley, &
Zelazo, 1978; Kagan & Moss, 1983).

Kagan’s research has demonstrated that a
normal developing child by 8 months has the
ability to retrieve hidden objects, whereas earlier,
if “out of sight,” it was “out of mind.” Beginning
approximately at 8-9 months, incoming informa-
tion is related to knowledge for the first time,
giving rise to the emergence of active memory
processing. At 8-10 months, cardiac acceleration
occurs in relation to exposure to the visual cliff
experiment. This does not occur prior to 8
months, indicating that the sympathetic nervous
system is having greater influence and affects
what has been commonly termed the separation
anxiety phenomenon. Infants all over the world
have been shown to manifest separation anxiety
features between 8 and 12 months (Kagan, 1985).
This may reflect the fact that myelination occurs
in the frontal regions by about 12 months reach-
ing greatest deposition of myelin by age 2
(Dietrich & Hoffman, 1992). As growth of the
CNS continues, new capabilities emerge. At
17-24 months, several important behaviors
emerge: appreciation of right versus wrong;
appreciation that physical aggression is wrong;
appearance of anxiety in relation to failure; the
ability to experience empathy; and acknowled-
ging anxiety in relation to unsolved problems.

At 1-3 years of age, children begin to recog-
nize themselves with a sense of self-appreciation.
Itis thought that the maturing brain’s anatomical
structures and neurochemical pathways permit
the concept of self-awareness to emerge, impli-
cating structures such as the hippocampi, thala-
mocortical nuclei systems, corpus callosal
development, and frontal lobe maturation
(Aboitiz, Scheibel, Fisher, & Zaidel, 1992; Bekkers,
1993; Cowell, Allen, Kertesz, Zalatimo, &
Demenberg, 1994; Mills et al., 1993; Posner &
Rothbart, 1992). Kagan’s (1981) studies show
that in a child of approximately 2-3 years, fear
is prevalent. The more a child is capable of inhi-
biting an unfamiliar experience, the better stabi-
lized the child becomes. Separation anxiety is a
cognitive-mediated event and the environmental
context dictates the value placed on the notion of
a child’s “inhibitedness” (Smith & DeVito,
1984). The latter consideration may be causally
related to aspects of temperament that can be
influenced with experience throughout child
development. The parasympathetic system
quells sympathetic arousal to unfamiliar and
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unregistered events in the child’s repertoire of
behavioral experiences. The development of
temperament heavily influences a child’s beha-
vioral choices in later years in many subtle ways,
e.g., children with ADD/H or behavioral adjust-
ment difficulties show adverse effects concerning
decision-making strategy.

Adolescents: Brain and Behavior
Development

There are several developmental psycholo-
gists, e.g., Gesell, Ames, Kagan, Zelazo,
Rebelsky, Elkind, Siegler, White, Cole & Cole
who have studied healthy developing children
and reported on key fundamental aspects of
behavioral development and brain functioning
from birth through adolescence, emphasizing
the following: sensorimotor; cognitive; commu-
nication/language (including speech); gross/fine
motor skills; socialization; effort/persistence
(sustained attention with activities); and
self-awareness/adaptive behaviors (See Arnett,
1999; Damon, Lerner, Kuhn, & Siegler, 20006;
and Table 1 “Sensitive Developmental Periods:

TABLE 1. Sensitive Developmental Periods
in Infancy through Adolescence

Age Developing processes in healthy brains

An infant’s visual world is almost
equivalent to an adult

2y Gross and fine motor skills; sensorimotor
integration (subcortical and
parietal-occipital areas)

Language/communication (two-word
stage; sentences emerge (temporal and
parietal areas)

“Cause-result” connection made;
emergence of conscience, empathy
(moral development). Transition to
social interaction skills from parallel
play)

Socialization/symbol-mindedness process
with assigned meaning (theory of mind,
i.e., ability to empathize/understand
what another person feels or desires).

Pre-operational/cross-modal cognitive
information processing

Formal reasoning/abstraction processes
(insight, judgment; inferences)

6 mos.—12mos.

2y-6by

3y-4y

4y-Ty

8y—10y

12+

Infancy through Adolescence” regarding key
developing processes).

Disruption in any one or combination of
developing processes listed in Table 1 can result
in neurodevelopmental and neurobehavioral
complications, selectively presented in Table 2.

There have been several prospective studies
using MRI since the 1990 s which have yielded
important new information about the develop-
ment of the brain into adolescence. Findings
indicate that there is significant heterogeneity
in cortical development in normal brains. The
corpus callosum, for example, demonstrates a
pattern of maturing from posterior to anterior.
The prefrontal cortex is one of the last areas to
mature. The results of these studies indicate
there is continued development of processes
such as attention and memory which have both
behavioral and physiological correlates. The
magnitude of brain activity correlates with
pattern of more diffuse activation are differences
observed between children and adults (Kuhn,
20006).

Longitudinal neuroimaging research supports
a pattern of increasing cognitive capacity
coinciding with a gradual loss rather than
formation of new synapses (Kuhn, 2006). These
MRI studies have indicated that after early
childhood (age 5) there is (1) lack of cerebral
volume increase, (2) significant decrease in cor-
tical gray matter after ages 12; and (3) an
increase in white matter throughout childhood
and young adulthood (Giedd et al. 1999; Casey,
Giedd, & Thomas, 2000).

TABLE 2. Problem Areas Frequently Associated
with Behavioral/Psychiatric Disorders in
Children and Adolescents

1.  Developmental immaturity (neurological, physical,
social, cognitive, language/communication,
relational/attachment)

2. Abnormal motor activity
3. Sensory-motor delays
4. Impulsiveness
5. Sustained attention span/distractibility
6.  Perceptual disabilities
7. Specific learning problems/disabilities
8. Emotional/mood dysregulation
9.  Language/communication disorders
10.  Self-regulation/inhibition (“executive functioning”)
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The pattern of changes is not uniform with
increases in different regions of the brain, e.g.,
increase in dorsal prefrontal cortex but no longer
in the ventral regions. The results of these
changes indicate that teens are developing,
fewer, but more selective, stronger, and more
effective neural connections.

There has been much less work done under-
standing cognitive changes that may occur in
adolescence relative to early childhood. Con-
trary to assumptions made in the past, it appears
thatitis not the case in adolescence that thereis a
uniform development toward more abstract
thinking; and that there are no discontinuities
between cognitive abilities observed in adoles-
cents relative to childhood. Several lines of evi-
dence suggest that what seems to be developing
in adolescents includes significant processes such
as increased inhibitory control, processing
speed, and “executive” control. What seems to
be evident is the use of more effective strategies
in adolescents relative to school-aged children.
As children enter the second decade of life it
appears that not everyone continues to follow
universal pathways. For example, many adults
do not show any development in cognitive
abilities beyond levels achieved by typical ado-
lescents. During the second period of develop-
ment significant pruning of unused connections
occurs and the behavior of the adolescent and
their activities play a prominent role in this pro-
cess. In this way, adolescents play an active role
in the shaping of their own cortical architecture.
The significance of this underlies the importance
of intellectual engagement by adolescence which
directly influences the specialization of their
brains as well as their behavior (Kuhn, 2006;
Damon et al., 20006).

Autistic Spectrum and Asperger Syndrome

The population of autistic school-aged chil-
dren reported in the U.S. (2006) is approxi-
mately 300,000 or 5.5 per 1,000 according to
the CDC. Young children with autism tend to
have larger than average head size, an increase
perhaps stemming from more white matter than
gray matter which affects short-distance nerve
tracts versus long-distance ones. This connectiv-
ity difference may have an impact on the devel-
opment of “empathy” and emotional affection in
an autistic child since empathy—emotional

behavior has been shown to activate various
brain regions that integrate inputs from multiple
neural networks in normal, healthy brains in
contrast to autistic children where the long-
range inter-connectivity pattern is shown to be
low (Belmonte et al.,, 2004a,b; Courchesne &
Pierce, 2005; Ochsner et al., 2004; Welchew
et al., 2005).

Autistic children between ages 18 and 35
months old showed an enlarged amygdala
mass, corrected for total brain volume which
continues throughout childhood but disappears
during adolescence and in early adulthood
showing unusually low mass (Sparks et al.,
2002; Schumann et al., 2004; Rojas et al., 2004).

It remains for future research to map out
and further correlate other potential morpholo-
gical aspects of neural development in autistic
children that show a hypermasculinized pattern
versus those areas that do not. Whether there are
further comparable developmental growth
patterns, including biological molecular
mechanisms that play a role in influencing and
shaping sex differences that differ from typical
healthy male brains, needs to be researched
before drawing accurate correlations and
differences.

Individuals with psychopathy, i.e., antiso-
cial, conduct disorder, impulsivity, poor self-
regulation and little or no concern about the
effects of their actions on others or on them-
selves have been shown to demonstrate frontal
lobe (FL) impairment and impaired performances
on selected executive functioning (Raine,
Buchsbaum & LaCasse, 1997; Raine, 1997,
2002). Studies of individuals with psychopathy
using neuropsychological tests and fMRI have
shown significant impairment on measures sen-
sitive to frontal/medial orbitofrontal cortex
(OFC) dysfunction in contrast to performances
on measures preferentially sensitive to function-
ing of the dorsolateral prefrontal cortex (DLPC)
and dysfunction in the medial/anterior cingulate
cortex (ACC) (Mitchell, Colledge, Leonard, &
Blair., 2002; Kiehl et al., 2001; & Veit et al.,
2002).

In children with diagnosed conditions of
AD/HD, behavior problems are often comorbid
with executive dysfunction, i.e., conduct disor-
der, psychopathic risk behaviors (Biederman,
Newcorn, & Sprich, 1991; Colledge & Blair,
2001). Other individuals within a psychopathy
category that involves OFC dysfunction and
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elevated levels of reactive aggression, frustra-
tion, and impulse dyscontrol are patients who
manifest intermittent explosive disorder, child-
hood bipolar disorder, and borderline personal-
ity disorders (Best, Williams, & Coccaro, 2002;
Gogtay, Griedd, Rapport, 2002; Gorrindo et al.,
2005).

Blair et al. (2006) conducted a study of indi-
viduals with psychopathy versus comparison
group using neuropsychological tests measuring
executive functioning. They reported that indi-
viduals in the psychopathy group showed signif-
icant impairment on measures sensitive to OFC
functioning, but the two groups did not show
impairment on the neuropsychological measures
sensitive to DLPF or ACC regions of function-
ing. The data reported according to their find-
ings, however, do not conclusively show a
functional impairment relationship to activity
in the neural anatomical regions studied. All of
the neuropsychological test measures used in
their study required response inhibition or mod-
ulation, both of which are implicated to be
impaired functioning in the individuals within
this psychopathy group. The implications for
neural development that can have an adverse
effect on brain—behavior neural correlates with
disruptive behavior disorders in children
involves the sensitive limbic system regions of
the septum, amygdala, and cingulate areas.

Brain Changes and Reading

The development of proficient reading skills
is critical for success in academic settings as well
as many life activities. The neural substrate for
reading has been studied over the last 10 years
using functional brain imaging techniques. The
studies have used both control subjects as well as
children with dyslexia. Behavioral research has
indicated that phonological processing has a cri-
tical skill for the development of proficient
reading. Investigations using reading and pho-
nological paced assessments have indicated
involvement of neural systems both anterior
(inferior frontal gyrus) and posterior (middle
temporal gyrus) (Shaywitz et al.,2004). A por-
tion of the posterior reading system (occipital
temporal area) has been shown to be critical for
the development and skilled reading and appears
important for quick recognition of the printed
word. Brain activation in this region increases as

reading skill increases. Most importantly there
have been recent studies investigating the brain
activation patterns in children with dyslexia who
have engaged in phonological-based reading
interventions. These studies support the view
that the neural systems are plastic and respond
to intervention positively. Encouragingly, the
data from several studies indicate that intensive
evidence-based reading intervention results in
improvements in reading fluency and significant
and long-lasting changes in brain organization.
These changes in brain activation resemble those
of typical readers. The results of these studies
have important implications for the use of evi-
dence-based interventions with young children
who are experiencing difficulty in acquiring
reading skills (Shaywitz et al., 2003, 2004;
Aylward et al., 2003).

Cerebral Asymmetry and Cerebral
Lateralization

To date, there is no firm conclusion as to the
nature and cause of cerebral hemisphere asym-
metry. However, the structure and function of
each hemisphere are indeed different (Connelly
et al., 1993; Mazziotta & Phelps, 1985; Sperry,
Gazzaniga, & Bogen, 1969). An explanation of
the functional differences solely in terms of a
dichotomy of verbal or nonverbal nature of
information processing also has not been ade-
quately substantiated. Many researchers have
proposed theories and models of the develop-
ment of cerebral asymmetry and its function,
including Buffery (1976), Corballis (1980),
Kimura (1967), Kinsbourne (1974), Kinsbourne
and Hiscock (1977), Krashen (1973), Lenneberg
(1967), Moscovitch (1977), and Witelson (1977).

Some investigators have suggested that
within the left and right cerebral hemispheres,
at all ages and in both sexes, different functions
are served (Benson & Zaidel, 1985; Bradshaw &
Nettleson, 1983; Bryden, 1979; Corballis, 1982;
Kinsbourne, 1976; Morgan, 1977; Taylor, 1969;
Witelson & Pallie, 1973). It is believed that bilat-
eral integration of information is mainly sub-
served by the corpus callosum. Problems arise
when growth is delayed or when dysmyelination
or other neural pathway dysfunctions occur in
the between-hemisphere interplay during cogni-
tive information processing (Aboitiz et al., 1992;
Cowell et al., 1994; Dietrich, 1990; Dietrich &
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Hoffman, 1992; Witelson, 1985). A majority of
studies and theories that deal with the body of
scientific evidence on cerebral asymmetry have
focused on the lateralized aspects of cognitive
functioning in children.

Other investigators have reported studies
that have pointed away from the content-
dictated, verbal-spatial dichotomies of the
encoding process to a process-determined,
“analytical/sequential” versus “gestalt/holistic”
information processing style (Bogen, 1969;
Levy, 1972; Levy-Agresti & Sperry, 1968; Luria
& Simernitskaya, 1977; Sperry, 1974; Sperry
et al., 1969). Kinsbourne and Hiscock (1977,
1978) have presented compelling arguments
leading away from the concept of progressive
lateralization with age. Kinsbourne (1982)
discussed in depth the importance of the colla-
borative efforts of the two hemispheres of the
brain. Arguing from the viewpoint of cerebral
lateralization theory, Kinsbourne stated that
mental activities that relate to action in the real
world impose demands for integral and coordi-
nated action of both sides of the brain.

Luria (1966, 1973a) places emphasis on each
hemisphere contributing a different strategy of
cognitive information-processing and does not
isolate each process within a specific hemisphere
of the brain. He views the human brain as hier-
archically organized in order to integrate mes-
sages from its lower centers as well as across
hemispheres. Luria asserts that dichotomy of
functioning does not do justice to the complexity
of the human brain’s hemispheres. Rather, it is
the manner in which the hemispheres organize or
represent information versus the type of informa-
tion organized that is the important distinguish-
ing feature (Luria, 1970, 1973a,b).

Witelson’s (1977) earlier review of selected
developmental studies on different sensory
modalities pertaining to cerebral asymmetries,
handedness, sensorimotor, perceptual, and even
genetic studies shows that development of cogni-
tive functions follows a definite order. Several
changes occur, some of which can be genetically
determined (but influenced by the environment).
Hemispheric shifts in which side of the brain han-
dles what type of information, related to altera-
tions in the structural development of the brain,
also occur (Annett, 1978; Bakan, 1971; Satz,
Strauss, Hunter, & Wada, 1994). Cerebral dom-
inance is related not only to linguistic processes
but also to underlying morphogenetic factors that

are influenced by several factors including gender
differences in the normal developing infant as
well as pathological conditions affecting early
brain development (Satz, 1993; Satz, Orsini,
Saslow, & Henry, 1985; Satz et al., 1994).

The planum temporale (PT) has been a
major focus of brain laterality research that has
looked at asymmetry relative to other brain
regions and neuropsychological evidence linking
this structure to language development. Kuly-
nych et al. (1994) have perhaps made this the
first in vivo study reported to show evidence of
gender differences in the asymmetry of PT. Left
plana were significantly larger than right plana
among normal males. No significant differences
between left and right areas were present among
females. The lack of a significant main effect of
gender was interpreted to mean no difference in
overall (left and right) planum size was observed,
although left plana alone were significantly
larger in men and women.

This finding corresponds remarkably close
to Witelson and Kigar’s (1992) findings concern-
ing asymmetries of the horizontal portion of the
Sylvian fissure, the posterior extent of which
reflects PT length. These results also show a
consistent correlation with earlier neuropsycho-
logical reports of gender differences in patterns
of functional asymmetry (Kimura & Harshman,
1984). The divergence in patterns of PT laterality
suggests that sex differences in the lateralization
of language need major consideration in any
discussion of the relationship between human
psychopathology and developmental abnormal
cerebral asymmetries.

Intermodal hemispheric processing of infor-
mation can show differential effects when the child
approaches age 8 and older, a result of the late
structural maturation of the corpus callosum
(Aboitiz et al., 1992; Cowell et al., 1994). This can
lead to various forms of difficulties, for example,
dominance problems, and learning difficulties
(Satz et al., 1985; Schonhaut & Satz, 1983; Sips,
Catsman-Berrevoets, Van Dongen, Van der Werff,
& Brooke, 1994). Currently there are conflicting
theories and hypotheses related not only to cere-
bral dominance and hemispheric specialization but
also to the onset, development, sexual orientation,
and maturation of the brain’s lateralization
(Geschwind & Galaburda, 1984; McCormick &
Witelson, 1994; Satz et al., 1985; Witelson, 1985).

Inadequate encoding of early experience,
brain insult, nutritional deficiency, anoxia at
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birth, perinatal asphyxia, teratogenicity factors,
and certain congenital hereditary/metabolic
defects can impose severe restrictions on the
developmental capacities essential for sensory
processing of motor, visual, acoustic, and haptic
information, e.g., neurological and neuropsy-
chological dysfunction. Until normal brain
development and the mechanisms involved in
higher mental processes are more precisely
measured and adequately described by newer
technologies and improved experimental designs,
educational, diagnostic, remedial, and thera-
peutic efforts will only be partially effective.

An essential first step in making scien-
tific progress regarding normal brain maturation
is to describe the events and conditions defining
psychological functions before proceeding to
hypotheses and constructs of brain—behavior
relationships. Experimental studies of brain
mechanisms and developmental issues, coupled
with neurophysiological, neuropsychological,
neuroimaging, and neurobiological data will
yield broader generalizations and more precise
knowledge leading to better understanding of
the child’s developing brain structures, functions,
and cognitive processes involved in extracting
meaning from the external environment. The
next section discusses the most recent advances
in brain imaging techniques and methods for
mapping brain function onto structure in vivo.

New Brain Imaging Techniques
for Studying Normal Brain Development
and its Functions

The major new brain imaging tools in the
past decade have led to advances in imaging of
brain anatomy, CNS development, metabolic
measurement of hemodynamics, and electroche-
mical physiological properties of nervous tissue
that reflect a wide array of neuronal activities.
With regard to cognitive human neuroscience,
the major consequence of these newer technolo-
gies lies in their ability to identify, localize, and
more precisely study higher cognitive processes.
Methods based on noninvasive magnetic reso-
nance imaging (MRI), magnetic resonance spec-
troscopy (MRS), functional MRI imaging (FI or
EPI), magnetic source imaging (MSI or MEG),
and positron emission tomographic technique
(PETT) have each demonstrated their impact on

the dynamic changes occurring in the human
brain. This extends beyond sensory neural systems
to higher mental processes, e.g., thinking, reading,
problem-solving, and how the brain attends
(selects) to certain stimuli versus inhibits (“brain
work” in the words of David Ingvar, M. D.).

It is now possible to apply these newer
techniques to the study of healthy and abnormal
brain development and certain mental functions.
These new tools and their clinical impact will be
briefly reviewed. Emphasis will be placed on
their respective capabilities, applications in clin-
ical and neuroscientific investigation.

Neuroimaging studies cannot, when standing
alone, provide answers as to whether a function
of a neural network system represents a neural
substrate of that function versus a nonessential
process associated with a particular function.
Human brain lesions combined with neuroimaging
studies have provided complimentary information
when studying brain—behavior functioning
(Bookheimer, 2000).

Neuroimaging and Other Research Methods

MRI

MRI (nuclear magnetic resonance) is based
on proton (hydrogen) nuclei in which resonating
hydrogen atoms give off radio waves (radio
frequency) that reveal tissue structure, noninva-
sively, and can detect physical abnormalities.
(For a complete discussion, see Stark & Bradley,
1992.) MRI has been applied to study human
brain development as to neuroanatomical pat-
terns of myelination and dysmyelination
(Dietrich, 1990; Dietrich & Hoffman, 1992;
Dietrich et al., 1988; Hittmair et al., 1994;
Zimmerman et al., 1992).

There has been an explosion of studies using
MRI in both diagnostic work and research.
Studies of healthy brain development have
revealed both age and gender differences in the
pattern of brain growth (Wilke, & Holland,
2003; Matsuzawa et al., 2001; Reiss, AL.,
Abrams, MT., Singer, HS., Ross, JL., Denckla,
MB., 1996). In healthy brains considerable
variability has been found in growth of both
brain structures as well as gray and white matter
(Wilke & Holland, 2003). Studies of children as
young as 1 month up to age 10 have revealed
growth spurts of the whole brain as well as
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frontal and temporal lobes. For the first two
years of life the frontal lobes grew more rapidly
than the temporal lobes while left-to-right asym-
metry was more prominent in the temporal lobes
than in the frontal lobes. The increase in gray
matter was greater than that of white matter in
the temporal lobes (Matzuzawa et al., 2001).
Differences between boys and girls have been
found in healthy children of ages 5-17. Little
change in total cerebral volume after age 5 has
been reported. Increases in brain volume in boys
appears to be primarily due to increased cortical
gray matter, while age-related changes in gray
matter, white matter volumes of cerebrospinal
fluid during childhood reflect the maturation
and organizational changes of the central ner-
vous system. Both boys and girls have shown the
same pattern of cerebral asymmetry, i.e., promi-
nence of cortical and subcortical gray matter on
the right and prominence of cerebral spinal fluid
on the left. Interestingly, IQ has been shown to
be positively related with the volume of cortical
gray matter in the prefrontal region of the brain.
Although subcortical gray matter provides some
contribution to the variance in IQ it is less than
that of the cortical gray matter volume (Reiss et al.,
1996). In girls, subcortical structures including
the caudate, hippocampus, and pallidum are
disproportionately larger, while the amygdala is
disproportionately smaller relative to boys. In
addition, the collective subcortical structures of
the forebrain are at adult levels in female children
and are greater than adult volumes in boys
(Caviness, Kennedy, Richelme, Rademacher, &
Filipek, 1996). Clinically, MRI studies have
demonstrated differences in volume and structure
size in a variety of clinical populations. For exam-
ple, children born prematurely have been found to
have reduced cerebral gray matters volumes which
is related to lower scores on neurocognitive mea-
sures (Lodygensky et al., 2005).

Magnetic Resonance (MR)

and Fluid-Attenuated Inversion Recovery
(FLAIR) Imaging of the Normal, Healthy
Brains

Neuroimaging studies using magnetic
resonance (MR)/fluid-attenuated inversion
recovery (FLAIR) imaging have been used in

assessing normal, healthy brain development in
terms of myelination in infants and young chil-
dren. Myelination, which is one indication of
brain maturation, was studied and demon-
strated using comparison of techniques invol-
ving classic spin echo sequencing and on
FLAIR images. These are essential components
of MR imaging methods used in the dating and
differentiation between healthy and pathologi-
cal brain development in early childhood
(Kizildag, Dusunceli, Fitoz, & Erden, 2005).
Recent studies using neuroimaging techniques
have provided information regarding brain
development and exploration of the relation-
ships between the development of emotion pro-
cessing abilities and associated neural systems.
A recent literature review was conducted of
studies examining the relationship between the
development of emotion expression recognition
in healthy normal children and psychiatric
populations involving neural systems. The
results from examining behavioral and neuroi-
maging studies suggested that continued devel-
opment of emotion expression recognition in
neural regions important for this process
throughout childhood and adolescence was
supported, but that methodological inconsis-
tencies and discrepant findings make any firm,
fixed conclusions difficult (Herba & Phillips,
2004). Further investigation of the relationship
between development of emotion expression
recognition and underlying neural systems
need to focus on the subcortical to prefrontal
cortical structures for a broader understanding
regarding the neural basis of normal versus
abnormal emotional development in both chil-
dren and adolescents.

In recent study using diffusion-tensor MR
imaging of gray and white matter development
during human brain maturation, it was demon-
strated that changes in water diffusion during
maturation of central gray and white matter
structures can largely be explained by theoretical
models incorporating simple assumptions
regarding the influence of brain water content
and myelination. Caution, however, is indicated
since there are deviations from theory suggesting
that increases as the brain matures are based on
the diffusion-tensor MR imaging method when
studying the process of brain development
clinically and experimentally (Mukherjee et al.,
2002).
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EPI

Recent advances in neuroimaging technol-
ogy have led to the adaptation of MRI to look
not just at structure but also at function. Echo-
planar imaging (EPI) was invented by Sir Peter
Mansfield and colleagues (Stehling et al., 1990,
1991). It makes use of high-speed computers and
mathematical algorithms to generate images of
high rate frequency so that second-to-second
changes in one’s brain activity can be recorded.
EPI lends itself to functional imaging (FI) of the
CNS, depiction of blood and CSF flow dynamics,
and movie imaging of the mobile fetus in utero
(Stehling et al., 1990). Basic changes are viewed
in the blood supply of the brain. Strong magnetic
fields in an MRI scanner induce a magnetic field
in hemoglobin, the basic molecule in blood that
transports oxygen via heme—heme interaction.
This magnetic field then distorts the signal
given off by proton atoms (hydrogen) and
shows up in the skin. Active areas of the brain
require more blood since they thrive on glucose
but they do not use more oxygen. When blood
flow to an active area of the brain increases, the
concentration of oxygen-poor hemoglobin
leaving the area decreases noticeably. The prin-
ciple works with respect to cognitive activity in
that it is possible using EPI to see where thought
patterns are forming since it is that region of the
brain that suddenly starts to utilize more blood.
Some of these areas can be quite small, but using
EPI, changes are revealed in the blood supply to
components of the brain as small as 1 mm in
diameter. Neuronal activity causes local brain
changes in the cerebral blood flow, blood
volume, and blood oxygenation; by using intrin-
sic blood—tissue contrast, functional MRI (EPI
technology) thus opens a spatiotemporal window
onto individual brain physiology (Jackson et al.,
1994; Kwong et al., 1992).

EPTI’s accuracy lies in its ability to demon-
strate the differences between two brains and
establish that the sites under observation do
not shift over time, which is a significant advance
made over the general maps of similar areas
showing where specific stimuli exert their effects
using PETT technology. This method of relating
brain structure to function uses equipment that
has become widely available in the past few years
and has considerable implications for investiga-
tions of many neurologic diseases, and for
understanding brain functions and dysfunctions

(Connelly et al., 1993). Researchers have been
using this technique in human studies of frontal
cortex activation during word generation, lan-
guage, and memory functioning (McCarthy,
Blamire, Rothman, Gruetter, & Shulman, 1993;
Shulman, Blamire, Rothman, & McCarthy,
1993). PETT studies have shown that an area
of the left frontal lobe plays a role in language.
However, EPI studies reveal that a part of the
right-hand frontal lobe lights up as well
(McCarthy et al., 1993; Shulman et al., 1993).
These studies also reveal short-term memory
associated with the frontal lobes. EPI as a tool
assists surgeons as it has been shown that critical
structures to be preserved versus excised may
show slight variation from patient to patient. It
is an accurate method of locating and displaying
the structures while surgery is in progress. The
value of functional MRI studies versus PETT is
that it allows examination of brain activity in an
individual in relation to his or her own brain
structure in order that differences in one’s brain
anatomy can be studied in direct relation to
mental operations (McCarthy et al., 1993).
These anatomical applications allow progress
to be made in considering what structures are
involved in such higher cortical functions as
awareness, voluntary control of information
storage, motor responses under cerebral regula-
tion, organization, and higher thought planning
(decision-making).

PETT

PETT averages, among individuals, cere-
bral blood flow (CBF). Only one such study
can be implemented at a time. Because of safety
regulations, women of childbearing age cannot
be scanned. CBF requirement for brain viability
in newborns has been demonstrated and corre-
lated to be lower than in adults (Altman et al.,
1988). The fundamental links between blood
flow and neuronal activity have remained
obscure up to the recent advent of EPI. CBF
measurement enables one to determine where
neurons are more or less active relative to a
control situation. However, increase in neuronal
activity has its drawbacks. For example, it can
signal either inhibitory or excitatory synaptic
events. By its use in research, the task under-
taken requires measurement that must be related
to the efficiency of the task’s performance
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because blood flow lags behind in neural activity
and real time (Raichle, 1987; Raichle et al., 1994).
The major advantages of the EPI technique
are that it is fast, safe, yields maximum data in the
least amount of time, resolution is of the highest
degree, and the technique is readily available
without the constraints of a cyclotron needed to
make isotopes for PETT. With respect to infants,
especially in terms of perfusion imaging, this is
the major advance for early infant detection of
hemorrhages and ischemic conditions based on
the utility of the navigation technique for EPT and
rapid imaging in millisecond-to-millisecond
recordings (Stehling et al., 1990, 1991). The
PETT method requires averaging among subjects
within a normalized brain situation as opposed to
functional MRI (EPI) studies, which allow
examination of brain activity of an individual in
relation to his or her own brain structure.

Magnetic Resonance Spectroscopy (MRS)

A new experimental in vivo technique using
13C magnetic resonance spectroscopy (MRS) has
been used in studies involving neonates, children,
and adults when integrated with magnetic
resonance examinations of human brain
functions and neurological disorders. A recent
review using the 13C MRS technique in humans
was reviewed based on a number of studies of
13C spectra of diagnostic utility in over 100
consecutive studies which has contributed to
the understanding of human brain disorders as
well as normal brain development. Novel 13C
neurochemical data reported on metabolic and
bioenergetic cellular processes indicated that this
technique shows diagnostic promise when used
in studying neonates, children, and adolescents
in a clinical setting for diagnostic as well as
normal brain development purposes (Ross, Lin,
Harris, Bhattacharya, & Schweinsburg, 2003).

Phosphorus nuclear magnetic resonance
spectroscopy (P'P-MRS) is a noninvasive investi-
gation technique that measures intracellular
metabolism in the brain of humans including
infants. The acronym “NMR” has been replaced
by “MRS” (Ross & Michaels, 1994). MRS can
be used to measure relative metabolite concen-
trations in human tissues and organs in Vivo;
study energy metabolites and intracellular pH;
and as a research tool and an investigative tech-
nique in cases of infant asphyxia. MRS is unique

in that it provides quantitative information
about a wide range of intracellular metabolites.
The first neonatal applications were described in
1983 (Cady et al., 1983). The technique allows
important metabolic consequences of cellular
hypoxia to be detected rapidly and is being
used in medical centers to investigate normal
and abnormal conditions in neurodevelopment
(Hope & Moorecraft, 1991). In vivo MRS
provides biochemical information on living
organisms in a noninvasive manner. Clinical cor-
relations have been made regarding intractable
seizures of both children and adults with long-
term neurologic sequelae associated with
decreased phosphocreatine; neuronal loss or
damage (e.g., increased rates of Cr and Cho
reflecting astrocytosis); metabolic ratios (ortho-
phosphate); and information on morphologic
and metabolic brain development (Gadian
et al., 1994; Martin et al., 1990).

Recent studies have shown, preliminarily,
that MRS can contribute to the evaluation of
CNS abnormalities of infants and children,
namely, neurodegenerative disorders that show
low levels of N-acetylaspartate. This particular
metabolite has been shown to be significantly
lower in infants with a tendency to increase in
teens. MRS investigations have provided new
information about metabolic changes in early
childhood in terms of elevation peaks on meta-
bolites that have been attributable to myelination;
in addition, membrane synthesis differences,
useful for the determination of brain maturation
and diagnosis of pathology as well as retarda-
tion, have been recorded by this technique
(Gadian et al., 1994; Graham et al., 1994; Kreis
et al., 1993; Tzika et al., 1993).

MRS imaging has permitted sequential in
vivo analysis of CNS maturation in the perinatal
period that is superior in anatomical resolution,
and especially in the characterization of myelina-
tion, to either cranial ultrasound or radiographic
CT. As a result, accurate detection and recogni-
tion of brain lesions associated with hypoxic—
ischemic encephalopathy is possible, including
conditions of periventricular leukoencephalopa-
thy. This has advanced our understanding of the
associated risk factors for abnormal neurodeve-
lopment outcome with specific lesions. In this
regard, MRS provides a metabolic “window”
into the biochemical events during and following
asphyxia. The potential application of this non-
invasive technology may lie in its ability to
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identify brain injury that is reversible in suffi-
cient time to intervene based on imaging studies.
The importance of combining MRI with MRS is
that MRI could improve spectroscopy interpre-
tation by identifying the observed tissue whereas
MRS may help to better clarify diagnosis of
anatomic lesions detected by MRI in newborns
(Goplerud & Delivoria-Papadopoulos, 1993;
Peden et al., 1993; Reynolds et al., 1991).

MSI

MSI is an investigative technique that
tracks electrical signals generated as the brain
and muscle tissue carry out their routine activ-
ities. MSI scans can identify the precise func-
tions of different parts of the brain. For
example, sensors placed around the skull detect
increased electrical activity where movement
originates. The system’s computer can then
generate an image that pinpoints the brain
regions that control motion. The principle on
which MSI operates is based on the fact that
every electrical signal creates a magnetic field
around it. In the body, the difficulty is that such
magnetic fields are extremely small, i.e., a bil-
lionth of the earth’s gravitational pull in the
case of the brain. Surface (depth) recording of
electrical or magnetic potentials via this tech-
nology allows precise measurement (millise-
conds) of changes between experimental and
controlled conditions. This is particularly advan-
tageous in tracing the circuitry of a specific men-
tal activity. Research in this field has identified
specific generators of electrical signals and has
led to developments relating to measurements of
what the brain does when neuronal systems are
involved in a given task, and how this takes place
in terms of mapping function onto structure (Gallen
etal., 1993; Huk & Vieth, 1993; Orrison et al., 1990).

Studies have investigated neuroanatomical
localization of cerebral function by magnetoen-
cephalography (MEG) combined with MRI and
CT (Orrison et al., 1990). Unlike traditional
EEG, these studies cannot determine the exact
location because electrical signals are destroyed
as they pass through bone and tissue. Because
MSI monitors electrical activity, it will be possi-
ble to tell immediately whether or not the brain
tissue is responding. This holds great promise for
diagnostic studies involving head injuries, strokes,
and psychiatric conditions. This technology, in
comparison with EPI as discussed above, which

measures the rate at which blood flows in the
brain and is only a means to an end, lends itself
to more precise measurements of the electrical
activity that is the physical manifestation of
thought. The latter is too rapid and subtle for
EPI to address at present.

MegEEG

MEG is based on the principle of magnetic
field detection of the tiniest electrical currents
that flow along nerve cells.

Research in this area has been conducted by
investigators who have been able to demonstrate
imaging of regional changes in the spontaneous
activity of the brain (Wang et al., 1993). In some
settings MEG can now be used routinely as a
clinical tool for localization in epilepsy surgery
patients, functional mapping of the cortex, and
assessment of normal and abnormal language
development (Wheless et al., 2004). MEG is
also being successfully used as a research tool
in a study of epilepsy, recovery from brain
injury, plasticity of the developing brain, as
well as disorders of language and neurocognitive
functioning in children (Otsubo & Snead, 2001).
MEG recordings have indicated that children
with autism and typically developing children
follow opposite maturational patterns in language
lateralization (Flagg, Cardy, Roberts, Roberts,
2005). In children with dyslexia, different patterns
of brain activation have been documented when
compared to normal readers, and most interest-
ingly, following intensive reading instruction the
aberrant activiation profile was normalized
(Sakari et al., 2002).

Research Designs and Methodologies

The choice of experimental designs and
research methodologies available for investiga-
tion of scientific and clinical questions in the
field of developmental neuropsychology poses
significant problems, e.g., replication, proper
statistical means of analyzing sample data,
group differences, and power as to the conclu-
sions that can be drawn from research studies.
Spreen et al. (1984) addressed some of the metho-
dological concerns regarding developmental neu-
ropsychology research and made the following
point regarding the importance of replication in
competent research:
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The goals of the replication study are to answer the
following questions. Can the original investigator
or an independent investigator following the
information provided by the original investigator
replicate the results of the original study? Have
social, cultural, economic, medical, etc., changes
in the population made previous findings obsolete
or misleading? Are the findings generalizable to a
new set of subjects, test items, test settings, etc.? In
sum, replication is a powerful tester for determining
the relevance of an investigation and for weeding
out findings that may show significance by pure
chance or may have become obsolete. (pp. 88-89)

Clinical research in developmental neurop-
sychology is radically changing due in part to the
availability of instruments that are being techno-
logically refined for pragmatic use with different
age levels of populations starting with fetal life.
The key to making a systematic investigation of
mapping brain function onto structure during
development in order to correlate cortical
processes in the functional organization of the
brain lies in the combination of imaging techniques
(MRIL PETT, '"H-MRS) together with functional
source localization (Hillyard, 1987) and neuro-
psychological measurement (Magnun, Hillyard, &
Luck, 1993; Posner & Rothbart, 1992; Taylor
et al., 1984).

The horizons that lie ahead for developmental
neuropsychological research will be shaped
chiefly through these technological innovations.
These include imaging of in vivo brain chemistry,
metabolism, and physiology by quantifying
individual (N=1) maturational changes in
cerebral functioning via mapping brain function
onto structure. A radically new database from
which to make generalizations about normal
brain—behavior relationships in the developing
infant will come about through more refined
observations and accurate measurement
regarding structure, function, and metabolic
requirements of the brain during development.

A current review of the literature of devel-
opmental psychology and developmental neu-
ropsychology reveals a lack of replication in
many studies. Research on normal brain—
behavior relationships in infants and young
children are beginning to fill in the gaps in our
knowledge.

Despite the impressive existing array of
technological capabilities for measurement, a
major aspect is missing. Measurement of the
brain’s sensory, motor, and cognitive processes

provides only indirect assessment of task
performance. It is now possible to map brain
function onto structure by bringing together
neuropsychological assessment data about
structural changes and correlating structural
damage with change in cerebral function and
altered cortical processes. Various determinants,
which can be quantitatively measured and
correlated, will allow more accurate description
of the maturational changes in cerebral function
with reasonable behavioral correlates. Cognitive
tasks  administered during physiological
neuroimaging measurements allow for clinical
and experimental investigation of specific vari-
ables affecting regional brain activity involved in
cognitive information processing (Chugani &
Phelps, 1986; Gur & Reivich, 1980; Posner &
Petersen, 1990; Risberg & Ingvar, 1973; Roland,
Eriksson, Widen, & Stone-Elander, 1989; Sergent
et al., 1992). These studies have demonstrated
specific behavioral effects of cognitive tasks on
regional CNS activation (Wheless et al., 2004;
Flagg et al., 2005; Sakari et al., 2002).

Conclusion

Relatively little is known about the normal
developing brain with respect to higher cortical
function development, especially during early
infancy. Recent studies, NIH Brain Project
(BRIN database) and neurotechnologies discussed
have begun to make an impact on this situation.
Significant information on the development of
healthy normal brain—behavior functions is
emerging from combined efforts using imaging
methods with reveal structure; neuropsychologi-
cal assessment techniques (which determine
outcome of neurological function); neural
source localization techniques (which can
identify the site of those neural populations
that subserve specific brain functions); and
metabolic and spectral measurements (PETT
and MRS) of human physiology (metabolic tissue
competency) (Gallen et al., 1993; Kwong et al.,
1992; McCarthy et al., 1993; Phelps et al., 1986;
Shulman et al., 1993; Taylor et al., 1984; Giedd
et al., 1999;Chang & Walsh, 2003; Ross et al.,
2003).

Standardized quantitative in vivo correlations
of structure, function, metabolism, brain electrical
activity, and neuropsychological factors are
leading toward a different and more accurate



106 CHAPTER 4

data and knowledge base, enabling developmental
scientists and clinicians to approach this area
with a greater depth in their understanding of
the development of higher cortical functions
from a normal developmental perspective. The
possibility now exists of linking knowledge
regarding brain structure, function, and cerebral
physiology with quantitative measurement
techniques in a standardized fashion for gathering
data so as to produce the needed correlation
lacking in previous research studies concerning
developing brain structures, function, and normal
versus aberrant higher cortical processes in
infants and children. The implications for future
treatment and clinical prevention strategies are
encouraging.

The role for the profession of clinical pedia-
tric/child neuropsychology is very bright and
filled with great promise of advancing the
science, practice, and more importantly, the
health and well-being of children; and informa-
tion to assist families and caregivers involved in
their lives. It is with regard to the above state-
ment that we the authors hope this chapter will
provide some use.
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Introduction

Our chapter in the earlier editions of the Hand-
book (Tramontana & Hooper, 1989; 1997)
opened with a series of questions. We asked,
What is the relationship between brain dysfunc-
tion and psychopathology in childhood? Does it
depend on the extent or type of brain dysfunc-
tion? What about the age or other attributes of
the child at the time of onset? How might envir-
onmental factors potentiate the child’s risk? Are
certain forms of psychopathology more likely to
arise than others? Does the form of psycho-
pathology change over time? There were other
questions raised, namely, Is brain dysfunction
more likely in certain psychiatric disorders or
behavioral syndromes than others? Does its pre-
sence explain the form of psychopathology man-
ifested? How important is it relative to other
factors contributing to the child’s disturbance?
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These questions remain pertinent in under-
scoring the complexity of the topic. Clearly there
are mental, emotional, and behavioral sequelae
for the child who has sustained brain damage or
who shows an anomalous course of brain devel-
opment. In many instances, such problems may
persist and significantly impede the child’s over-
all adjustment. What is not so clear is how
often this occurs and the precise factors that
influence it.

Conversely, there is little disagreement that
there are multiple etiologies for psychopathol-
ogy in childhood and that, in many cases, brain
dysfunction can play an important contributing
role. How often this is the case, however, is far
from clear. Estimates of prevalence have varied
greatly according to the methods of analysis and
samples selected for study.

The foregoing should again help to define
the scope of this chapter. We will begin with a
review of the key early studies in this area that
provided the foundation for examining the role
and prevalence of brain dysfunction in child
psychopathology. Next, we will consider various
models and mechanisms by which these relation-
ships may be appreciated and conceptualized
more fully. There is an updated summary of
research findings pertaining to particular cate-
gories of child psychopathology from which
exciting developments continue to unfold and
some new areas are explored. Lastly, we will
highlight what we consider to be some of the
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major theoretical and methodological issues that
will relate to further advances in this area, with
respect to both research and practice.

Foundations: Review of Early Studies

Psychiatric Sequelae of Childhood Brain
Dysfunction

The presence of brain dysfunction in child-
hood is associated with a greater risk for the
development of a psychiatric disorder, far more
so than with other physical handicaps (Brown,
Chadwick, Shaffer, Rutter, & Traub, 1981;
Rutter, Graham, & Yule, 1970; Seidel,
Chadwick, & Rutter, 1975; Shaffer, 1978).
Moreover, the effects can persist and impede
the child’s long-range adjustment in many
important respects (Breslau & Marshall, 1985;
Milman, 1979; Shaffer et al., 1985).

One of the best investigations on this topic
came from the well-known Isle of Wight epide-
miological studies of school-aged children by
Rutter and his colleagues (Rutter et al., 1970).
Using multiple assessment procedures, and con-
trolling for rater bias, Rutter et al. found that
about 6-7% of the general population of chil-
dren studied had a psychiatric disorder consist-
ing of some persistent emotional, behavioral, or
social disability. The rate was nearly twice that
(11.5%) for children having chronic handicap-
ping physical conditions not involving the brain.
This group consisted of children with disorders
such as asthma, diabetes, heart disease, or ortho-
pedic deformities, as well as diseases of the spinal
cord or peripheral nervous system. In contrast,
the rate of psychiatric disorder was over five
times higher (34.3%) in their neuroepileptic
group consisting of all children ranging from
5to 14 years of age with cerebral palsy, epilepsy,
or some other frank neurological disorder above
the brain stem. Even when eliminating all cases
who had an IQ of 85 or less (as low 1Q, itself, was
found to be associated with an increased risk for
psychiatric disorder), the rate of psychiatric dis-
order was still twice as high in the neuroepileptic
group than in the “other physical handicap”
group.

Among children in the neuroepileptic
group, psychiatric disorders were more likely in
cases with seizures, more severe or widespread
brain impairment, lower IQ, and other

functional handicaps (e.g., reading deficits). An
exception was in the case of children with extre-
mely incapacitating conditions. For them the
rate of psychiatric disorder was actually /ess,
suggesting that protective factors may have
been operating when dealing with a profound
level of disability.

In a further study, Seidel et al. (1975) were
better able to control for the possibility that
overt stigmata, such as crippling, may have
been associated with the higher rate of psychia-
tric disorder that Rutter et al. found in their
neuroepileptic group (neither obvious crippling
nor other overt stigma was common in their
“other physical handicap” group). Here, they
compared two groups of children with visibly
crippling conditions who were alike in all
respects except for the presence of brain damage.
All children ranged from 5 to 15 years of age and
had an IQ of 70 or higher. The two groups were
matched in terms of age, sex, psychosocial fac-
tors, as well as the degree of physical disability.
Again, based on both teachers’ questionnaire
responses and psychiatric ratings, the rate of
disorder was about twice as high for children
with cerebral disorders (mostly cerebral palsy)
than for the group with noncerebral or periph-
eral conditions (including muscular dystrophy,
polio, or spina bifida).

Clearly, the studies by Rutter et al. (1970)
and Seidel et al. (1975) provided a strong case
that an increased risk for psychiatric disorder
was associated with the presence of brain
damage in childhood. Neither study demon-
strated a causal relationship, however. Although
the neurological conditions of the brain-
damaged groups typically had an early onset
that probably preceded the appearance of any
psychiatric disorder, one still could argue that
the relationship was merely coincidental. That is,
some common vulnerability (whether it be
genetic, congenital, or environmental), which
may have predisposed a child to cerebral
damage, may also have led independently to
psychiatric or behavioral disturbance. A more
convincing case for the existence of a causal
relationship would come from demonstrating
that previously normal children with acquired
brain injuries are more likely to develop subse-
quent psychiatric disorders.

Children suffering from accidental head
injury represent an excellent group for examin-
ing this question. However, a complicating
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factor is that they often do not constitute a ran-
dom sample of the general population. These
children, especially those suffering from mild as
opposed to severe injuries, may show preexisting
problems with impulsivity, aggression, and
attention-seeking behavior that make them
more susceptible to accidental injury (Klonoff,
1971). The families of these children, as a group,
also differ from the general population in that
they show more parental illness and mental dis-
order, more social disadvantages, and less ade-
quate supervision of the child’s play activities.
Thus, the absence of adequate controls in many
early studies reporting intellectual impairment
and behavioral disturbance following head
injury made it impossible to determine whether
the psychological sequelae stemmed directly
from cerebral damage rather than preexisting
difficulties (Rutter, Chadwick, & Shaffer, 1983).
One of the best controlled examinations of
this topic comes from the prospective studies of
head-injured children by Rutter and his collea-
gues (Brown et al., 1981; Chadwick, Rutter,
Brown, Shaffer, & Traub, 1981; Chadwick,
Rutter, Shaffer, & Shrout, 1981; Rutter, Chad-
wick, Shaffer, & Brown, 1980). Children ranging
from 5 to 14 years of age who had experienced
closed head injuries of sufficient severity to result
in a posttraumatic amnesia (PTA) of 7days or
more were compared with a group of children
having less severe head injuries (i.c., those with a
PTA of less than 7days but at least 1 hour). In
addition, these groups were compared with a
matched control group of hospital-treated chil-
dren also suffering severe accidents, but with
orthopedic rather than cranial injuries. There
were 28 children in each group. All children
were studied prospectively at 4 months, 1 year,
and 2, years after their injuries. An important
feature of this study was the care taken to deter-
mine the children’s behavior before their acci-
dents. This was done in an unbiased fashion by
interviewing parents immediately after their
child’s injury, but before the child’s postinjury
psychiatric condition could have been known.
The children with milder head injuries had a
higher rate of preinjury behavior problems than
the other groups. The rate did not change sig-
nificantly postinjury (roughly 10-18%). By con-
trast, children with severe head injuries did not
differ from controls in their preinjury behavior,
but they showed more than double the rate of
psychiatric disorder at 4 months and at each

subsequent follow-up period. This was true
even when children with psychiatric disorders
prior to their accidents were eliminated from
the study, thereby focusing specifically on the
comparative rate of new psychiatric disorders
arising over the course of the follow-up period.
Head-injured children tended to show greater
impairment on timed visual-spatial and visual—-
motor tests than on verbal tests, but, apart from
this, no pattern of cognitive deficit specific to
head injury was identified. Likewise, the types
of psychiatric disorder among the head-injured
children were very similar to those found in con-
trols. The only exception was in the case of
grossly disinhibited social behavior, which was
present only in children with very severe head
injuries, and may have been linked directly to
frontal lobe dysfunction.

Children with head injuries showed an
increased risk for psychiatric disorder regardless
of the age, sex, or social class of the child—
factors that ordinarily show a striking mediating
effect in the general population. Clearly, the risk
was greater among those children with histories
of preaccident behavior disorders as well as
those experiencing various psychosocial adver-
sities within their homes, but the effects were
additive rather than interactive. Thus, although
psychiatric disorders in childhood have a multi-
factorial etiology, the evidence from this series of
studies indicated that brain injury can play an
independent role.

An especially interesting finding was that
Brown et al. observed a weaker and less consis-
tent dose—response relationship between sever-
ity of head injury and behavior changes than
was found in the case of intellectual impairment
arising subsequent to injury. Also, the relation-
ship between intellectual impairment and beha-
vior disorder was weak and was limited mainly
to the early postinjury period. This raised the
possibility that modifying factors, such as sec-
ondary family reactions, may play a critical role
in the development of persistent behavior
problems.

In another landmark study, Fletcher,
Ewing-Cobbs, Miner, Levin, and Eisenberg
(1990) compared 45 children, aged 3-15, with
mild, moderate, and severe head injuries on stan-
dardized measures of behavioral adjustment.
Behavior ratings were obtained at the time
of injury (based on preinjury features) and
at 6 and 12months postinjury. Cases with
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preexisting neurological disorder, developmen-
tal disabilities, or behavioral disturbance were
excluded. Children with severe head injuries sig-
nificantly declined and differed from the other
two groups over the 12-month follow-up on rat-
ings of their adaptive behavior. They were also
rated as having more school problems and as
engaging in fewer social activities. Children
with mild and moderate injuries did not differ
from each other nor from average normative
levels. No distinctive type of behavior disorder
was found to be associated with head injury.
Also, as was observed in the Brown et al. study,
behavioral and cognitive outcome measures
were related more strongly to indices of initial
injury severity than to one another—again sug-
gesting some dissociation or independence in the
mechanisms for behavioral and cognitive out-
comes. Subsequent studies by Levin et al.
(2004) and Kirkwood et al. (2000) also reported
a dissociation of cognitive and social-emotional
outcomes, suggesting that this has held up as a
fairly robust pattern in the findings.

Each of the preceding studies dealt with
children having known or documented brain
damage. A number of early studies in this area
also sought to determine whether a demon-
strable relationship existed between psychiatric
disorder and so-called “soft” neurological signs
or minimal brain dysfunction (MBD) in child-
hood. That question had been the subject of
much debate, as some investigators regarded
sensory or motor phenomena such as
mirror movements, dysdiadochokinesis, dysgra-
phesthesia, and choreic or athetoid movements
to be of little diagnostic value when elicited from
patients not having a discrete neurological dis-
order (e.g., Ingram, 1973). Others (e.g., Rutter
et al., 1970) argued that it was important to
differentiate among different types of signs
labeled as “soft.” Some were considered soft
because (1) they run a developmental course in
which the signs may subside as the child grows
older; (2) they are rather prevalent among other-
wise normal children (with estimates ranging
from 8 to 14%); and (3) they have no clear
locus of origin and their neuropathological sig-
nificance is obscure (Shaffer, 1978). They should
not be viewed as necessarily unreliable, however,
and may show consistency over time (Shapiro,
Burkes, Petti, & Ranz, 1978). Other signs, such
as minor reflex or tone asymmetries, would tend

to be less reliable because they are more difficult
to detect.

Overall, the research on neurological soft
signs was found to show that (1) there is a rela-
tionship with age, 1Q, and sex (with soft signs
occurring more frequently among boys, younger
children, and those with lower 1Q); (2) they are
more prevalent among children with psychiatric
disorders and learning disabilities; (3) they are
related to indices of emotional immaturity and
dependency in childhood; and (4) the relation-
ship with hyperactivity, aggression, and antiso-
cial conduct is less clear, although soft signs were
commonly seen among children who were
described as impulsive and distractible (Shaffer,
1978; Shaffer, O’Connor, Shafer, & Prupis,
1983).

In a well-controlled prospective study,
Shaffer and his colleagues (Shaffer et al., 1985)
examined the comparative outcomes in adoles-
cence of children with early soft neurological
signs. Children with (n = 83) and without
(n = 79) documented soft signs at age 7 received
a careful follow-up assessment at age 17. Com-
pared with controls, adolescents with early soft
signs had lower 1Qs and were more likely to have
a psychiatric disorder with symptoms of anxiety,
withdrawal, and depression. These findings
mainly pertained to boys, but all of the girls in
this study with an anxiety—withdrawal diagnosis
in adolescence showed early soft signs. The rela-
tionship was independent of IQ and, when taken
together with the presence of anxious-dependent
behavior at age 7, the presence of early soft signs
was strongly predictive of persistent problems
with anxiety and withdrawal. However, no rela-
tionship was found with attention-deficit disor-
der or conduct disorder.

This was a little different than the pattern
that Rutter et al. (1970) found in the Isle of
Wight study. Children with frank brain damage
showed a heterogeneous range of psychiatric
disorders without specific features. Hyperactiv-
ity and psychosis were more prevalent in their
neuroepileptic group, but these appeared to be
related more specifically to the presence of men-
tal retardation. However, besides Shaffer et al.
(1985), a number of other early studies found an
association between brain dysfunction and the
type of behavior problems manifested, although
the exact findings varied according to factors
such as age and chronicity.
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In a 5-year follow-up of children and ado-
lescents with physical disabilities secondary to
brain damage, Breslau and Marshall (1985)
found that problems with social isolation rather
than aggression were more likely to persist.
Dorman (1982) found that the relationship
between neuropsychological impairment and
the type of behavior problems observed varied
as a function of age in a group of boys with
school problems and no known neurological dis-
order. Whereas poor neuropsychological perfor-
mance was associated with externalizing
behavior problems in younger (7-8) boys, it
was associated with internalizing symptoms in
the older (9—14) subjects. The implication was
that internalizing rather than externalizing
symptoms are more distinctively tied to brain
dysfunction as the child grows older and encoun-
ters repeated failure and loss in self-esteem. The
relationship eventually may become blurred as
other factors enter and play a more important
determining role in perpetuating the youngster’s
poor adjustment. Moreover, this process may be
accelerated in cases with early histories of more
severe disorder. That was suggested in a study by
Tramontana, Hooper, and Nardolillo (1988) in
which the presence of neuropsychological defi-
cits was found to be associated with more exten-
sive behavior problems among psychiatrically
hospitalized boys, regardless of factors such as
1Q and SES. However, the relationship mainly
applied to younger (8—11) as opposed to older
(12—-16) subjects and specifically involved inter-
nalizing rather than externalizing behavior pro-
blems. We will discuss more fully in a later
section the question of the relationship between
brain dysfunction and the form of psychopathol-
ogy manifested.

Taken together, these early studies pro-
vided strong evidence that brain dysfunction in
childhood is associated with an increased vulner-
ability for psychiatric disorder. The relationship
appeared to hold both for children with frank
brain damage and those with so-called soft neu-
rological signs. The risk was noted to be greater
for children with more severe neurological dis-
orders (with the possible exception of those with
extreme impairment), especially when accompa-
nied by low IQ and other neuropsychological
deficits. It may also be compounded by factors
such as psychosocial adversity and any preexist-
ing tendencies toward behavioral or emotional
disturbance. The relationship is not trivial, as the

evidence suggested that the effects persist
and influence long-range outcomes (Breslau &
Marshall, 1985; Milman, 1979; Shaffer et al.,
1985). This body of research certainly under-
scored the importance of accurate detection of
the functional deficits and behavioral liabilities
in the brain-impaired child as a first step in limit-
ing the risk for the later development or progres-
sion of a psychiatric disorder (Tramontana,
1983).

Prevalence of Brain Dysfunction Among Children
with Psychiatric Disorders

Estimates of prevalence have varied greatly
both as a function of the methods and criteria
used in identifying brain dysfunction and in
terms of differences in the subject samples selected
for study. For example, the prevalence would be
rather low if one simply used the presence of
positive findings on a routine neurological exam-
ination as the basis for establishing neurological
involvement. However, such an approach would
likely be associated with an underestimation of
prevalence because normal neurological examina-
tions are common even among children with
documented histories of head injury, encephalitis,
or epilepsy (Rutter, 1977).

The findings from early studies that incor-
porated noninvasive neurodiagnostic methods,
such as computed tomography (CT), were
mixed. Much of the research examined children
with autism or other major developmental han-
dicaps for whom enlarged ventricles and other
structural deficits were found in subgroups of
the subjects examined (Campbell et al., 1982;
Caparulo et al.,, 1981; Damasio, Maurer,
Damasio, & Chui, 1980; Rosenbloom et al.,
1984). Reiss et al. (1983) likewise found ventri-
cular enlargement in a controlled comparison of
CT scans for a mixed group of child psychiatric
patients. The results were of questionable gener-
alizability, however, because their subjects also
tended to be among the more impaired with
respect to psychiatric and developmental status,
with about half of the group having a confirmed
neurological disorder and a third showing mild
mental retardation.

In another study, CT scans were
compared across four subgroups of subjects
with childhood disorders (infantile autism,
attention-deficit disorder, Tourette’s syndrome,
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and language disorder) and a control group of
medical patients without documented neurolo-
gical disorder (Harcherik et al., 1985). No differ-
ences were found among the groups with respect
to ventricular volume, right-left ventricular
ratios, asymmetries, or brain density. The study
was very well done from a technical standpoint,
but the interpretation of its results were compli-
cated by several factors. The groups were not
matched in age, and the neurological status and
level of functioning of subjects (including con-
trols) were poorly specified.

The interested reader should refer to a
review by Kuperman, Gaffney, Hamdan-Allen,
Preston, and Venkatesh (1990), which provides
an overview of the earlier findings obtained
in various child psychiatric samples using
other brain imaging techniques, including mag-
netic resonance imaging (MRI) and positron
emission tomography (PET). There have also
been more recent reviews by Eliez and Reiss
(2000) and Hendren, De Backer, and Pandina
(2000).

Prevalence rates using neuropsychological
criteria have tended to be comparatively high.
For example, Tramontana, Sherrets, and Golden
(1980) found a high rate of neuropsychological
abnormality in a mixed sample of child and
adolescent psychiatric patients without known
brain damage. The subjects consisted of 20
hospitalized cases ranging from 9 to 15 years of
age who had neither a history of brain damage
nor positive findings on a routine neurological
examination. From a neuropsychological stand-
point, these were “nonreferred” cases for whom
brain dysfunction was not suspected. Nonethe-
less, about 60% of the subjects showed at least
mild impairment (with 25% showing more defi-
nite impairment) according to the normative
rules established by Selz and Reitan (1979) on
the Halstead—Reitan Neuropsychological Bat-
tery (HRNB). Impaired performance on the
HRNB was associated with lower 1Q and was
more prevalent among cases whose psychiatric
disorders were of at least 2 years in duration and
who had a lag of at least 2 years in academic
achievement.

A key question had to do with the meaning
of the neuropsychological abnormalities found
in the Tramontana et al. study, especially as to
whether they indeed reflected underlying brain
anomalies that were missed in a routine
neurological examination or review of history.

This was explored in a subsequent study
with a similar sample of subjects in which neuro-
psychological results were compared with var-
ious quantified indices of brain structure
examined through CT (Tramontana & Sherrets,
1985). Psychiatric cases without suspected brain
damage again were found to show a high rate of
neuropsychological abnormality (at least 50%)
when examined on either the HRNB or the Chil-
dren’s Revision of the Luria—Nebraska Neuro-
psychological Battery (LNNB-C; Golden, 1981).
Impaired performance was more likely among
boys, younger subjects, and those with more
chronic psychiatric histories. Interestingly,
impaired performance was not associated signif-
icantly with IQ. The overall results of the two
test batteries correlated quite highly, but it was
the LNNB-C that corresponded more closely
with CT scan results. Specifically, impairment
on the LNNB-C was associated with smaller
ventricular size and less density variability, sug-
gesting the possibility of anomalous brain
maturation. It was also associated with lesser
regional densities, especially within the right cer-
ebral hemisphere.

The absence of control subjects in the fore-
going study did not permit one to conclude that
the CT results, although associated with neuro-
psychological abnormality, were themselves
necessarily abnormal according to any estab-
lished normative standards. Nonetheless, the
findings were noteworthy in that the presence
of neuropsychological deficits among the psy-
chiatric cases did correspond to variations in
brain structure and were not merely the product
of nonneurological factors. This was a remark-
able finding, especially in view of the restricted
range of the sample because of the exclusion of
cases  having documented neurological
involvement.

Taken together, the studies reviewed in this
section indicated that the question of preva-
lence is inextricably tied to the methods and
criteria used in assessing brain dysfunction.
Children with cerebral palsy, epilepsy, and
other obvious neurological conditions (as evi-
denced on routine neurological examination)
probably comprise less than 5% of the total
population of children with psychiatric disor-
ders (Rutter, 1977). The rate is uncertain, but
obviously would be higher if one were to
include children with clumsiness, language
impairment, mental retardation, and learning
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disabilities (Gualtieri, Koriath, Van Bourgon-
dieu, & Saleeby, 1983; Rutter et al., 1970) for
whom there is at least the suspicion of under-
lying brain damage. The rate is higher still if one
further includes children for whom brain
damage is not suspected, but who nonetheless
may show various neuropsychological deficits
when they are comprehensively assessed.
Although these deficits may have a relationship
with underlying structural factors (see
Tramontana & Sherrets, 1985), they cannot be
interpreted as reflecting brain damage per
se. Rather, they should be viewed as functional
impediments, some of which may be tied to
abnormalities in brain structure or maturation,
which may play a role in the development of
child psychiatric disorders. As was noted
before, the presence of neuropsychological def-
icits was found to be associated with more
extensive behavior problems among younger
boys, regardless of factors such as 1Q, SES,
and whether the deficits can be linked specifi-
cally with a history of brain injury (see Tramon-
tana et al., 1988). Neuropsychological deficits
are important in their own right, as they appear
to comprise an important index of increased
psychiatric risk.

Some outcomes in this population appear
to be predicted especially well by neuropsycho-
logical assessment. This was seen in a study that
examined the determinants of academic
achievement within a sample of hospitalized
child psychiatric cases, all of whom had been
referred for neuropsychological assessment
because of suspected learning impediments or
other deficits (Tramontana, Hooper, Curley, &
Nardolillo, 1990). Achievement test scores were
examined as a function of six variables: 1Q,
socioeconomic status, age, sex, neuropsycho-
logical status, and severity of behavioral distur-
bance. Neuropsychological status proved to be
the best predictor overall. It even surpassed 1Q,
whether examined alone or in combination with
demographic and behavioral variables. This
differed from what is ordinarily the case with
normal school-aged children, for whom IQ and
socioeconomic status are generally the most
important determinants of academic perfor-
mance and educational outcomes. The findings
underscored the relevance of neuropsychologi-
cal factors in understanding the academic defi-
cits of children with significant mental or
emotional disturbance.

Conceptual Issues

A number of mechanisms have been sug-
gested whereby brain dysfunction may lead to
psychopathology, although evidence as to their
relative contribution is uncertain (Rutter, 1977,
1983). These include (1) behavioral disruption
that arises directly from abnormal brain activity;
(2) a heightened exposure to failure, frustration,
and social stigma related to associated disabil-
ities; (3) the possible effects of brain damage on
subsequent temperament and personality devel-
opment; (4) adverse family reactions ranging
from overprotection to scapegoating; (5) the
child’s own reaction to being handicapped and
its effects on his/her actual capacity to cope and
compete; and (6) possible adverse effects from
treatments themselves (e.g., recurrent hospitali-
zation) that may restrict normal activities and
socialization. Thus, the effects may be direct or
indirect. They may also be conceptualized as
transactional and dynamic.

Direct effects, for example, would be seen in
the case of frontal lobe damage resulting in pro-
nounced impulsivity and social disinhibition.
Other examples include organically induced
psychosis or episodic aggressiveness that may
arise from certain temporal lobe disorders. In
other cases, brain dysfunction may play more
of an indirect etiological role, one that essentially
sets the stage for other factors to come into play
that, themselves, act to produce an emotional or
behavioral disturbance and perhaps further
aggravate existing functional difficulties
(Tramontana, 1983).

For example, brain dysfunction may give
rise to learning disabilities that, in turn, render
the child more likely to encounter frustration
and failure upon entry into school. This may
lead to disruptive behavior problems consisting
of inattention, anger, and defiance as an even-
tual (albeit indirect) outcome. There may also be
a compounded difficulty in those areas of per-
formance that have become anxiety-laden and
aversive. Parents and teachers may come to view
the child as lazy, apathetic, or otherwise difficult,
and thereby generate expectations that would
only serve to perpetuate the existing problems.
The latter represents a transactional effect,
namely, the differential reinforcement elicited
from significant others by the brain-impaired
child and his/her particular deficits. Lastly, the
behavior are dynamic rather than static. Just as
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the primary symptoms of brain dysfunction may
change over time, so too they may vary in terms
of their developmental significance and the reac-
tions that they elicit from others, including the
child. The pattern of behavioral disturbance
itself may vary so that, for example, instead of
hypersensitivity, defiance, and misconduct, the
child later may show apathy, withdrawal, and
resignation.

Besides the issue of how brain dysfunction
may lead to psychopathology in childhood,
there is also the question of what form manifest
symptoms may take. Earlier thinking (e.g.,
Bakwin & Bakwin, 1966; Wender, 1971) sug-
gested that the behavioral manifestations of
cerebral dysfunction, whatever the cause, were
uniform and comprised a rather distinctive beha-
vioral syndrome consisting of symptoms such as
hyperactivity, inattention, and impulsivity.
However, there is little evidence of such a beha-
vioral stereotype for the brain-impaired
child. Symptoms such as hyperactivity, inatten-
tion, and impulsivity do not distinguish children
with either frank brain damage (Brown et al.,
1981; Rutter et al., 1970) or soft neurological
signs (Shaffer et al., 1983, 1985). This is not to
say that such symptoms are not common among
brain-impaired children—they are, but they are
also common features of psychiatric disorder in
general, regardless of whether neurological
abnormality is present (Rutter, 1977).

One may argue that the relationship
between brain dysfunction and psychopathol-
ogy in childhood is nonspecific (e.g., Boll &
Barth, 1981). That is, the presence of brain dys-
function, regardless of its pattern or cause, may
contribute nonspecifically to a lowered adaptive
capacity and a greater likelihood of exposure to
adverse experiences. In this view, brain dysfunc-
tion operates indirectly by creating the func-
tional deficits that make successful adjustment
more difficult for the child. Any of a variety of
behavioral and emotional problems may result,
with the distribution of specific symptoms being
similar to what is seen generally among children
with psychiatric disorders.

There was some support for this position. In
the Isle of Wight study (Rutter et al., 1970),
children with brain damage showed a heteroge-
neous range of psychiatric disorders with no
specific features. Except for cases falling at the
extreme of incapacity, the risk was greater in
children with more severe injuries, seizures, and

lower I1Q. Also, apart from the possible relation-
ship between frontal lobe dysfunction and gross
social disinhibition, Brown et al. (1981) found no
psychiatric symptoms that were specific to chil-
dren with closed head injuries. From a different
perspective, Tramontana and Hooper (1987)
found that groups of adolescents with either
conduct disorder or major depression were vir-
tually identical in their pattern of neuropsycho-
logical functioning. Thus, although these
represented two very different types of psycho-
pathology (each falling at opposite ends of a
continuum of externalizing and internalizing
symptoms, respectively), there were no distinc-
tive neuropsychological features. Kusche, Cook,
and Greenberg (1993) found executive function
deficits to be related to child psychopathology,
in general. The latter finding relates to an impor-
tant issue that will be discussed more fully after
we review findings in various categories of
psychopathology.

On the other hand, it was noted before that
a history of soft neurological signs or the pre-
sence of neuropsychological impairment tended
to be associated specifically with internalizing
behavior problems consisting of symptoms
such as anxiety, depression, and withdrawal
(Shaffer et al., 1985; Tramontana et al., 1988).
In addition to cognitive deficits, children with
physical disabilities secondary to brain damage
are likely to show persistent problems with social
isolation, but problems with aggression are less
likely to persist (see Breslau & Marshall, 1985).
Also, results from a study of children with loca-
lized (penetrating) head injuries showed a signif-
icant association between the presence of
depression and lesions specifically involving
right frontal and left posterior cerebral regions;
this was true regardless of the child’s age, sex,
and psychosocial factors (Rutter, 1983). No rela-
tionship was found between the site of injury and
symptoms such as hyperactivity, inattention,
aggression, or antisocial conduct. Thus,
although we are not suggesting the existence of
an alternative behavioral stereotype, it may be
that internalizing rather than externalizing
symptoms are more distinctively tied to brain
dysfunction in childhood, perhaps especially in
terms of longer-range outcomes. These may
emerge as the child grows older, continues to
struggle with chronic handicaps, and encounters
repeated failure and loss of self-esteem.
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A major stride in linking behavioral out-
comes with a particular pattern of neurodeve-
lopmental deficits came from the work of
Rourke and associates (Rourke, 1987, 1989;
Rourke & Fuerst, 1991) on the syndrome of
nonverbal learning disability (NLD). This was
an empirically derived model that posited a rela-
tionship, not only between nonverbal deficits
and certain academic learning difficulties (espe-
cially in mechanical arithmetic), but to limita-
tions in a broader range of psychosocial and
adaptive functioning. Because of difficulties pro-
cessing nonverbal cues, children with NLD may
be viewed as overrelying on rote verbal memory
skills in their coping. The capacity to adapt to
novel situations suffers, as does the ability to
relate in a flexible and appropriate fashion.
Significant deficits in social perception, judg-
ment, and interactional skills are likely. These,
in turn, may lead to a tendency toward social
withdrawal or isolation—i.e., internalizing forms
of psychopathology—as age increases. The
NLD syndrome may arise from various causes,
although a disruption of cerebral white matter
was postulated as necessarily involved. How-
ever, apart from its anatomical underpinnings,
the model is significant for positing a relation-
ship between a particular syndrome—defined
neuropsychologically—and a specific pattern of
child psychopathology.

Findings in Selected Categories of Child
Psychopathology

This section provides a review of neurodiag-
nostic findings in major categories of child psy-
chopathology. Included here are findings
pertaining to autism, attention-deficit/hyperac-
tivity disorder, conduct disorders, affective dis-
orders, and anxiety disorders. We have also
added a section on childhood schizophrenia
based on new developments in that arca. With
this we will return to the question of specificity,
i.e., the extent to which different patterns of
brain dysfunction are associated with specific
types of psychopathology.

Autistic Disorder

Autism is a  behavioral syndrome
characterized by impairment in reciprocal social
interactions, poor communication abilities, and a

pronounced restriction of interests and activities.
It is distinct from mental retardation, although
the majority of children with autism carry a con-
current diagnosis of mental retardation (Folstein &
Rutter, 1987). It is also distinct from a number of
other childhood disorders, including schizophre-
nia (Green et al., 1984) and developmental recep-
tive language disorder (Lincoln, Courchesne,
Kilman, Elmasian, & Allen, 1988).

A variety of etiological processes for autism
have been proposed but none has gained wide-
spread acceptance to date. However, regardless
of the specific anomaly or ectiology that is
hypothesized, the general consensus is that
some form of brain impairment is involved
(Damasio & Maurer, 1978). Children with aut-
ism tend to have a significant prenatal or peri-
natal history and show a high rate of soft
neurological signs (Jones & Prior, 1985).
Garreau, Barthelemy, Sauvage, Leddet, and
LeLord (1984) further noted that the presence
of neurological impairment was associated
with an earlier onset of autistic features. An
increased incidence of seizure disorders has
been found in this population, particularly
with increasing age, with approximately
25-30% of children with autism developing sei-
zures by adulthood (Deykin & MacMahon,
1979). However, this finding may be applicable
mainly to cases with 1Qs below 70 (Bartak &
Rutter, 1976).

A number of brain imaging studies have
documented the presence of structural abnorm-
alities in autism, although the precise findings
have varied greatly. Some of these have identi-
fied left hemispheric and, in some cases, bilateral
defects, particularly involving frontal and tem-
poral regions (Gillberg & Svendsen, 1983;
Maurer & Damasio, 1982). Findings suggestive
of reversed asymmetry have been noted as well
(e.g., Hier, LeMay, & Rosenberger, 1979). Other
findings have included anomalies involving var-
ious subcortical structures, such as the basal
ganglia (Jacobson, LeCouteur, Howlin, &
Rutter, 1988), brain stem (Gaffney, Kuperman,
Tsai, & Minchin, 1988), and cerebellar regions
(Courchesne, Yeung-Courchesne, Press,
Hesselink, & Jernigan, 1988; Gaffney, Tsai,
Kuperman, & Minchin, 1987). There have also
been studies in which structural abnormalities
were identified but no specific localizable pattern
emerged (e.g., Balottin et al., 1989; Caparulo
et al., 1981). Some studies have found no
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structural abnormalities of any kind (e.g.,
Harcherik et al., 1985; Prior, Tress, Hoffman, &
Boldt, 1984).

Electroencephalographic (EEG) abnormal-
ities have also been identified, with a prevalence
of 40-50% found in one study of autistic chil-
dren (Tsai, Tsai, & August, 1985). The abnorm-
alities generally have been varied, although a
pattern consisting of excessive slow-wave activ-
ity and decreased alpha bilaterally has been
reported (Cantor, Thatcher, Hrybyk, & Kaye,
1986). Small (1975) suggested that, among autis-
tic children, the presence of a normal EEG is
associated with a higher IQ and a more favorable
developmental course. Auditory- and visual-
evoked potentials (EP) have also been observed
to be impaired in autistics, with auditory proces-
sing capabilities evidently more impaired
than visual processing (Courchesne, Lincoln,
Kilman, & Galambos, 1985; DeMyer, Hingtgen, &
Jackson, 1981). Moreover, Courchesne et al.
(1985) have identified two endogenous compo-
nents of EP, Nc and P3b, that appear to be
associated with abnormal neural responses
among autistics, responses involving attention
and general cognition to important external
information.

Other assorted neurobiological findings
have been reported. Using positron emission
tomography (PET), Rumsey, Rapoport, and
Sceery (1985) found diffusely elevated glucose
utilization but no clear focal abnormalities
among autistic adults. Coleman, Romano,
Lapham, and Simon (1985) found no consistent
differences in a postmortem cell count of selected
left hemispheric regions between an autistic
adult and a control subject. However, Bauman
and Kemper (1985) found anatomical differ-
ences involving the forebrain and cerebellum in
a postmortem comparison of a 29-year-old
autistic man and a 25-year-old normal. The
investigators suggested that the cerebellar
abnormalities were of unknown etiology but
probably were acquired early in development,
possibly at or before 30 weeks of gestation.

Numerous neuropsychological aspects of
autism have been reported. These have included
poor motor imitation abilities (Jones & Prior,
1985), disproportionate impairment in sequen-
tial processing abilities (Tanguay, 1984), poor
recall of meaningless material (Ameli,
Courchesne, Lincoln, Kaufman, & Grillon,
1988), and, as a group, IQ scores that are

significantly lower than normals but compara-
tively higher than mentally retarded children
(Kagan, 1981). The neurocognitive profiles of
autistic children can also be rather varied when
compared with children with mental retardation
(Fein, Waterhouse, Lucci, & Snyder, 1985),
although a pattern indicative of better visual—
perceptual abilities than language abilities typi-
cally has been asserted (e.g., Lincoln et al., 1988).
However, as seen below, the latter finding can
vary greatly with the specific characteristics of
the autistic children studied.

Many of the neuropsychological studies
have been directed toward investigating the pre-
sence of lateralized deficits in autistic children.
The findings have included a reversal of ear
advantage for speech sounds (i.e., left ear rather
than right) on dichotic listening tasks
(Blackstock, 1978; James & Barry, 1983;
Prior & Bradshaw, 1979); increased prevalence
rates of left and mixed handedness of about 20
and 34%, respectively (Soper et al., 1986); and
performance profiles on neuropsychological test
batteries suggestive of predominantly left
hemispheric dysfunction (Applebaum, Egel,
Koegel, & Imhoff, 1979; Dawson, 1983;
Hoffman & Prior, 1982). In a study by Dawson,
Finley, Phillips, and Galpert (1986), there was
evidence of an atypical pattern of hemispheric
specialization, with about 70% of the autistic
children showing right hemispheric dominance
for speech. However, the investigators noted
that many of the autistic children exhibited bilat-
eral rather than unilateral dysfunction, and they
also speculated that their dysfunction might
involve subcortical as well as cortical levels. This
interpretation is consistent with the findings in
some of the brain imaging studies reported above.

Regardless of the issue of lateralization, the
presence of disturbed language abilities in aut-
ism is critical. Bartak, Rutter, and Cox (1975)
postulated that a language disability constitutes
a necessary condition for the development of this
disorder. They observed that autistic children
showed more deviant language development, a
severe comprehension deficit, and deficits in the
social usage of language. Moreover, the degree
of language impairment appears to be strongly
predictive of the child’s prognosis (Wing, 1971).
Although related to childhood language disor-
ders, the communication deficits in autistic chil-
dren are qualitatively different from those seen
in developmental dysphasia or acquired aphasia
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(Arnold & Schwartz, 1983). Semantic, prosodic,
and pragmatic aspects of language development
(i.e., possible right hemispheric contributions)
may be particularly deviant (Cohen, Caparulo, &
Shaywitz, 1976; Ferrari, 1982; Prizant, 1982;
Simon, 1975; Tager-Flusberg, 1981).

There have been other deficits posited as
playing a key role. One of these involves the
lack of a “theory of mind” among individuals
with autism (Baron-Cohen, Leslie, & Frith,
1985). In this model, persons with autism are
described as having significant deficiencies in
their understanding of the thoughts and feelings
of others. They have trouble attributing inde-
pendent mental states to themselves or others
and in predicting or explaining their respective
actions. As a result, they experience difficulties
in core areas defining the disorder (i.e., socializa-
tion, communication, imagination). Frith (1989)
further hypothesized a core deficit having to do
with “central coherence.” In this model, indivi-
duals with autism demonstrate an imbalance in
the integration of information. Whereas normal
individuals will attack a problem by scanning
“the big picture” (i.e., global features) before
focusing on details (i.e., local features), persons
with autism tend to do the opposite—focusing
on the local features but missing the global ones.
This can be manifested in both verbal tasks (ver-
bal interactions, language pragmatics, story nar-
ratives) and nonverbal tasks (puzzle completion,
block designs, facial recognition). It may also
account for some of the strengths (i.c., areas of
unusual focus) as well as weaknesses seen in this
disorder.

Recent research in autism has benefited
from the use or more rigorous and consistent
approaches to assessment and diagnosis
(Volkmar, Lord, Bailey, Schultz, & Klin, 2004).
There has also been an emphasis on multiple
conceptualizations of the disorder requiring
study from multiple perspectives (Tonn &
Obrzut, 2005) and on viewing the condition
more in terms of subdivisions falling within an
autism spectrum (Gillberg, 2002).

1Q or general level of functioning has been
an important confounding factor in studies of
neuropsychological deficits in autism. For exam-
ple, Meyer and Minshew (2002) found little evi-
dence of cognitive differences between cases
diagnosed with High Functioning Autism
(HFA) versus Asperger’s syndrome (AS). Simi-
larly, Miller and Ozonoff (2000) found no

differences between cases with HFA and AS
once 1Q was controlled, leading them to con-
clude that Asperger’s syndrome may be little
more than “high-1Q autism.”

As a group, children with HFA have pro-
vided a “cleaner” subject pool with whom to
study specific neuropsychological deficits
unconfounded by the general retardation char-
acteristic of their lower functioning counter-
parts. Problems establishing lateral hand
dominance have been found, especially in chil-
dren with early language delays (Escalante-
Mead, Minshew, & Sweeney, 2003), as well as
weaknesses in both fine-motor and gross motor
coordination (Mayes & Calhoun, 2003). Lan-
guage impairment, when present, is milder and
likely to involve more specific aspects of higher
communication. Whereas deficits in basic pho-
nological and syntactic processes may be
absent, pragmatic impairments are nearly
always present (Escalante-Mead et al., 2003;
Tager-Flusberg, 1993). Findings involving
visual-spatial functioning have been mixed,
although a relative strength in Block Design
performance has been a frequent finding regard-
less of IQ level (Happ¢, 1994). However, as sug-
gested by the Coherence Model noted above,
this may have more to do with the intensive
processing of part stimuli rather than the devel-
opment of a gestalt. Deficits in gestalt processing
and other aspects of NLD have been linked with
the cognitive profiles of children with AS (e.g.,
Rourke, 1989). Memory findings have also been
mixed. Whereas Minshew and Goldstein (2001)
found adolescents and young adults with HFA
to be normal on measures of short-term memory
and paired-associate learning, they did less well
than controls in story recall, list learning, com-
plex figure memory, and maze learning. Poor
memory for faces has also been reported
(Hauck, Fein, Maltby, Waterhouse, & Feinstein,
1998).

Recent studies have given particular atten-
tion to the study of executive functions in HFA.
Deficits have been reported in problem solving,
planning, flexibility/set-shifting and have been
viewed as playing a major role in the disorder
(e.g., Ozonoff et al., 2004). Deficits in the area of
inhibition have not been observed consistently,
however, suggesting that this component of
executive functioning often may be spared.
Kleinhans, Akshoomoff, and Delis (2005)
found that children with HFA performed poorly
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on a composite measure of executive functioning
even after adjusting for baseline cognitive abil-
ities. Similar findings were reported by Hooper,
Poon, Marcus, and Fine (2006) comparing chil-
dren with HFA to carefully matched controls on
the NEPSY.

Overall, as we concluded in our earlier
review (Tramontana & Hooper, 1989; 1997),
the research on autism provides a variable pic-
ture with respect to neurobiological and neuro-
psychological features. Some autistic children
show evidence of lateralized dysfunction invol-
ving the left cerebral hemisphere, although this
by no means is a definitive characteristic of the
syndrome (Fein, Humes, Kaplan, Lucci, &
Waterhouse, 1984). The same is true with respect
to a number of other neurodiagnostic findings
reported. Newer research has paid more atten-
tion to diagnostic rigor and consistency while
also viewing autism more as a multifaceted spec-
trum of disorders. There has also been greater
appreciation of issues such as general level of
functioning or IQ and how these can influence
the nature and extent of deficits that are
observed. Poor communication skills (particu-
larly in pragmatic language), overly narrowed
perceptual processes, and deficits in various
aspects of executive functioning have been
among the more distinctive features. However,
regardless of how the underlying mechanisms
are conceptualized, there probably is not
another category of child psychopathology for
which the evidence of a neurobiological founda-
tion is more compelling than in the case of
autism.

Attention-Deficit/Hyperactivity Disorder
(ADHD)

This is another syndrome in which an
organic etiology is commonly assumed. Earlier
thinking linked ADHD and MBD because of the
purported behavioral similarities between chil-
dren with ADHD and those with documented
brain damage (Strauss & Lehtinen, 1947). How-
ever, problems in documenting the presence of
underlying brain dysfunction (e.g., Rutter, 1983;
Taylor, 1983) led to a more descriptive approach
in conceptualizing the disorder. Children with
ADHD have been characterized as showing inat-
tention, impulsivity, and overactivity (Douglas,
1980, 1983); a deficit in self-directed instruction

(Kendall & Broswell, 1985); poor self-regulation
of arousal, particularly in meeting environmen-
tal demands (Douglas, 1983); and deficiencies in
rule-governed behavior (Barkley, 1981a,b) or
inhibition Barkley, 1997).

There have been numerous debates over
diagnostic criteria, issues of heterogeneity, and
whether ADHD is truly distinguishable from
other forms of disruptive behavior problems.
Nonetheless, it has been one of the most com-
monly diagnosed child psychiatric disorders
(Mattison et al., 1986). The current diagnostic
criteria [Diagnostic and Statistical Manual of
Mental Disorders (DSM-1V), American Psy-
chiatric Association, 1994] recognize three sub-
types of ADHD: Predominately Inattentive;
Predominately Hyperactive—Impulsive; as well
as a Combined subtype.

There have been a number of theories
regarding the neurological basis of ADHD
(Riccio, Hynd, Cohen, & Gonzalez, 1993). To
date, the evidence is strongest with respect to
implicating frontal lobe dysfunction in the
increased distractibility and impulsive orienting
reactions to irrelevant stimuli often seen in chil-
dren with ADHD (Passler, Isaac, & Hynd, 1986;
Stuss & Benson, 1984; Zambelli, Stamm,
Maitinsky, & Loiselle, 1977). Various specific
patterns of localization have been proposed,
including frontal regions anterior and medial to
the precentral motor cortex (Mattes, 1980), as
well as frontolimbic pathways (Lou, Henriksen, &
Bruhn, 1984; Newlin & Tramontana, 1980).
Abnormalities in the fronto-striatal circuit have
been implicated in magnetic resonance imaging
(MRI) studies demonstrating volume reductions
in the prefrontal cortex and striatum (Aylward
et al., 1996; Castellanos et al., 2001, 2002; Durston
et al., 2004) and in single photon emission com-
puted tomography (SPECT) and positron emis-
sion tomography (PET) studies demonstrating
decreased metabolism and perfusion of prefron-
tal areas (Kim, Lee, Shin, Cho, & Lee, 2002).

There has been a clustering of findings spe-
cifically implicating right frontal dysfunction.
Voeller and Heilman (1988) found ADHD chil-
dren to be markedly deficient on a task of motor
persistence, a deficit ordinarily associated with
right frontal lobe impairment. In a subsequent
study (Voeller, Alexander, Carter, & Heilman,
1989), the motor persistence of children with
ADHD improved significantly with the admin-
istration of methylphenidate. Similarly, in a
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study of regional cerebral blood flow (Lou et al.,
1984), children with ADHD exhibited lower per-
fusion rates in the region of the caudate, an
anterior subcortical structure known to be
involved in the motor regulatory system. Meta-
bolic levels normalized with the administration
of methylphenidate and then declined as the
medication wore off. A subsequent study by
Lou, Henriksen, Bruhn, Borner, and Nielsen
(1989) replicated the earlier findings, but pin-
pointed the right striatal region as specifically
deficient in children with ADHD. As before,
the administration of methylphenidate resulted
in a normalization of metabolic activity. From a
different perspective, Hynd, Semrud-Clikeman,
Lorys, Novey, and Eliopulos (1990) found that
ADHD children did not demonstrate the typical
right frontal asymmetry on MRI found in nor-
mal controls. The finding lacked specificity,
however, in that both ADHD and dyslexic
cases had significantly smaller right frontal
widths relative to normal control children.

In an effort to integrate the various neuro-
biological findings on ADHD, Castellanos and
Tannock (2002) have proposed a model which
posits a specific abnormality in reward-related
circuitry that leads to shortened delay gradients
(and associated symptoms of inattentiveness,
hyperactivity, and impulsivity), deficits in tem-
poral processing (causing high intertrial varia-
bility), and impaired working memory. Striatal
abnormalities and catecholamine dysregulation,
particularly dopamine, are thought to play
important contributing roles.

Studies of ADHD employing functional
magnetic resonance imaging (fMRI) have
further implicated altered patterns of underlying
neural activation as observed under various
task-dependent conditions (e.g., Bush et al.,
1999; Vaidya et al., 2005). Some promising find-
ings have emerged from recent studies exploring
neurofeedback training evaluated through fMRI
(Beauregard & Levesque, 2006; Fuchs et al.,
2003). Improvements were observed in neural
systems mediating selective attention and
response inhibition, suggesting that some of the
underlying abnormalities in individuals with
ADHD may be amenable to nonpharmacologic
interventions.

Barkley, Grodzinsky, and Du Paul (1992)
reviewed a total of 22 neuropsychological studies
of frontal lobe functioning in children with
attention-deficit disorder, with and without

hyperactivity. Tests of response inhibition were
found to discriminate hyperactive cases from
normals, although many measures presumed to
assess frontal lobe dysfunction were not reliably
sensitive to deficits in either ADD group.
Numerous inconsistencies were noted, many of
which were seen to reflect methodological differ-
ences across studies.

Barkley (1997) has advanced a highly influ-
ential theory of ADHD. It postulates that the
primary deficit in ADHD does not directly
involve attention, per se. Rather, it involves a
deficit in behavioral inhibition, which is seen as
causing impairments in four areas of executive
functioning: working memory, internalization of
speech, self-regulation of affect/motivation/
arousal, and reconstitution. In the model, none
of these areas can function properly without
adequate inhibition and behavioral control.
Poor attentiveness is viewed as a result rather
than the cause. However, this perspective
would be less applicable to ADHD cases of the
Predominately Inattentive Type.

Support for Barkley’s position has come
from studies of ADHD confirming the presence
of deficits in behavioral inhibition and various
executive functions as outlined in the model
(e.g., Berlin, Bohlin, Nyberg, & Janols, 2003;
Stevens, Quittner, Zuckerman, & Moore,
2002). However, there have been some conflict-
ing findings as well. Confirmatory findings were
found by Scheres et al. (2004) but not after con-
trolling for age and IQ. Geurts, Verte,
Oosterlaan, Roeyers, and Sergeant (2005)
found that children with ADHD (Combined
Type) performed poorly on two measures of
inhibition (one involving a prepotent response
and another of an ongoing response) but failed
to demonstrate deficits on measures of working
memory, planning, or cognitive flexibility. Nor
was there a difference in executive functioning
when comparing ADHD children with Com-
bined versus Predominately Inattentive symp-
toms. Wu, Anderson, and Castiello (2002) did
find evidence of poor performance on measures
of executive functioning but interpreted this as
due more to deficits in speed of processing. Over-
all, although impairments in various aspects of
executive functioning may play an important
role in ADHD, deficits specifically involving
inhibitory controls appear to be a more basic
and consistent part of the condition.
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With respect to attention factors, deficits in
sustained attention rather than selective atten-
tion are more commonly reported in ADHD
(Barry, Klinger, Bush, & Hawkins, 2001; Wu
et al., 2002). Noting that underscores the impor-
tance of differentiating specific underlying com-
ponents of attention when referring to attention
deficits in ADHD and other conditions.

A major theoretical stride in the conceptua-
lization of attention processes came from the
work of Mirsky and associates and their empiri-
cally derived model of attention (Mirsky,
Anthony, Duncan, Ahearn, & Kellam, 1991).
Based on factor-analytic studies of tests
considered to assess some aspect of attention,
Mirsky et al. conceptualized attention in terms
of four components or elements: (1) focus-
execute, (2) sustain, (3) encode, and (4) shift.
Each of these is seen as supported by distinct
brain regions that, if damaged, will result in
specific deficits in the particular attentional pro-
cesses involved. Because so many brain regions
come into play, it explains why attentional dis-
turbances of one form or another are commonly
seen in different types of brain injury or disease.
This is a heuristically powerful model that per-
mits a far more refined conceptualization of
brain—behavior relationships in a functional
domain that holds such a key role in childhood
behavior disorders and psychopathology.

There have been a few studies examining
possible neuropsychological features associated
with oppositional-defiant disorder (ODD), a dis-
ruptive behavior disorder that is often comorbid
with ADHD. Studies of children with ODD
alone have not provided consistent evidence of
deficits in inhibition or executive functioning.
When examined together with ADHD, it has
not been found to impart an additional impair-
ment in executive functioning beyond that which
comes from the burden of ADHD alone (Berlin
et al., 2003). However, in a study of preschool
boys, clinic-referred cases with ODD were more
likely to generate aggressive solutions and to
encode social information less accurately when
compared to normal controls (Coy, Speltz,
DeKlyen, & Jones, 2001).

There has also been some attention given to
Tourette’s syndrome (TS), another condition that
has a heightened comorbidity with ADHD. Cir-
ino, Chapieski, and Massman (2000) examined
the executive functioning of 57 children having
TS with and without ADHD. No significant

differences were found. However, Harris et al.
(1995) found that cases with only TS versus
those with TS and ADHD or ADHD alone had
fewer executive function problems and higher
perceptual organization scores.

Conduct Disorders

Research in this broad category of child
psychopathology has been beset with a number
of problems. First, as a diagnosis, it pertains to a
very heterogencous range of disturbances in
which the manifestation of socially unacceptable
behavior is the primary common feature. Sec-
ond, the bulk of research has focused on adoles-
cents, particularly the juvenile offender. If one
excludes children with ADHD, as early-onset
conduct disorders seldom occur in the absence
of ADHD (Pliszka, 1999), little is known with
respect to the neurological and neuropsychologi-
cal features of conduct disorders manifested at
early ages. Third, youngsters with conduct dis-
orders have a higher risk for accidental head
injury (Lewis, Pincus, & Glaser, 1979; Lewis &
Shanok, 1977, Pincus & Tucker, 1978);
thus, although neurological abnormalities may
be seen on examination, they may be the
product—not the cause—of the initial conduct
disorder. This problem obviously is com-
pounded by the emphasis on studying older as
opposed to younger conduct-disordered sub-
jects. With these limitations in mind, the findings
for this general category of psychopathology are
summarized below.

A number of studies have reported abnor-
mal neurological findings in youngsters with
conduct disorders (Elliott, 1982; Korhonen &
Sillanpaa, 1976; Krynicki, 1978; Woods &
Eby, 1982). Electrophysiological studies (Coble
et al., 1984; Elliott, 1982; Krynicki, 1978;
Luchins, 1983) have found EEG sleep abnorm-
alities, specifically in the expression of slow-
wave (delta) activity (Coble et al., 1984); seizure
activity that may contribute to recurrent and
unprovoked rage attacks (Elliott, 1982); and in
some cases, frontal lobe paroxysmal activity,
particularly in conduct-disordered adolescents
with a significant history of assaultive behavior
(Krynicki, 1978). The latter finding bears some
relationship to the work of Woods and Eby
(1982) and Pontius and Ruttiger (1976) who
postulated a delay in the development of normal
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inhibitory mechanism (i.e., frontal lobe func-
tions) in repetitively aggressive youngsters.

Children with conduct disorders have been
reported to show a higher incidence of episodes
of disturbed consciousness and, as already
noted, to suffer more head injuries than other
children (see Lewis & Shanok, 1977; Lewis et al.,
1979; Pincus & Tucker, 1978). However, they
have not been found to differ from normal con-
trols in terms of perinatal problems, except for
more frequently being small for gestational age
(McGee, Silva, & Williams, 1984). These find-
ings further serve to suggest that the neurologi-
cal features in some of these children may
postdate the initial onset of their conduct
disorders.

Other studies of conduct disorder have
found decreased glucose metabolism in frontal
regions (Pliszka, 1999; Raine Stoddard, Bihrle, &
Buchsbaum, 1998) and a relationship between
frontal trauma and impulsive aggression
(Brower & Price, 2001). Li, Mathews, Wang,
Dunn, and Kronenberger (2005) found a group
of adolescents with conduct disorder who
demonstrated abnormalities in the arcuate fasci-
culus, a region extending from the frontal to
temporal lobes, possibly giving rise to a “discon-
nection” between these cortical areas. Using
fMRI, King, Blair, Mitchell, Dolan, and Burgess
(2006) identified a common neural circuit that
may mediate both aggressive and compassionate
behaviors.

From another neurobiological perspective,
a risk for conduct disorder may be associated
with reduced autonomic reactivity, resulting in
an underlying pathological fearlessness. For
example, children with conduct disorder have
been found to have a blunted startle response
compared to controls (van Goozen, Snoek,
Matthys, van Rossum, & van Engeland 2004).
Not only did low basal salivary cortisol correlate
with general conduct-disordered symptoms in
children, but the relationship was found to
be even stronger for aggressive symptoms
(Oosterlaan Scheres & Sergeant, 2005).

Conduct-disordered youngsters have been
found to have a high rate of learning disabilities
(Cannon & Compton, 1980; Robbins, Beck,
Pries, Jacobs, & Smith, 1983; Zinkus & Gottlieb,
1978), as well as more generalized problems with
language performance (Funk & Ruppert, 1984;
Stellern, Marlowe, Jacobs, & Cossairt, 1985;
Wardell & Yeudall, 1980). This appears to

apply to both nonincarcerated (Robbins et al.,
1983) and incarcerated (Cannon & Compton,
1980) populations.

These findings suggest that the presence of
cognitive impairments, perhaps particularly of a
verbal nature, places the youngster at risk for
acting out impulsively when placed in frustrating
or provocative social situations. The degree of
impulsivity per se is unrelated to either the type
or the number of crimes committed by delin-
quent youth (Oas, 1985). Rather, it may be that
the presence of faulty capacities in verbal reason-
ing and judgment, along with impulsivity, is a
necessary ingredient in the production of chronic
antisocial conduct. Thus, although unrelated to
the degree of impulsivity, the presence of at least
a 15-point inferiority in Verbal 1Q versus Perfor-
mance 1Q on the Wechsler Intelligence Scale for
Children—Revised (WISC-R) has been found to
be predictive of recidivism in adjudicated white
delinquent boys (Haynes & Bensch, 1981).
Lahey et al. (1995) also found that low Verbal
1Q was related to persistence of conduct disor-
der, especially when accompanied by a parental
history of antisocial behavior.

Some studies have examined the relative
effects of language and executive function defi-
cits. Linz, Hooper, Hynd, Isaac, and Gibson
(1990) selected 20 adolescents meeting DSM-III
criteria for conduct disorder from a juvenile eva-
luation center and compared them with 20 nor-
mal adolescents on nine Lurian tasks measuring
behaviors attributed to frontal lobe functioning.
Differences were obtained on the verbal conflict
and verbal retroactive inhibition tasks, although
these disappeared when controlling for receptive
vocabulary. Cole, Usher, and Cargo (1993)
examined the relationship between cognitive fac-
tors and risk for disruptive behavior disorders in
a sample of 82 preschoolers. Verbal, visuospa-
tial, and executive function abilities were exam-
ined in terms of their relationship with labeling
emotions and behavioral control. Difficulties in
both verbal and visuospatial processes were
associated with a higher risk for behavioral dif-
ficulties. Additionally, whereas verbal abilities
contributed to the prediction of emotion labeling
accuracy, executive functions were predictive of
behavioral control. The latter was also note-
worthy for the examination of behavioral risk
in a younger-aged sample. Tramontana and
Hooper (1987) found that 18% of a group of
hospitalized adolescents with conduct disorder,
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none of whom had a documented history of
brain injury, were classified as impaired on the
LNNB. Problems with expressive language were
especially prominent.

Further investigations into the pattern of
neuropsychological deficits in conduct disorders
have produced mixed results. Berman and Siegal
(1976) found that delinquents performed more
poorly than normal controls on virtually every
task of the HRNB. Whereas prominent deficits
were observed in tasks requiring verbal media-
tion, concept formation, and perceptual organi-
zation, only minimal difficulties were found in
memory and gross motor coordination.
Brickman, McManus, Grapentine, and Alessi
(1984) found that more violent youth tended to
show more impairment on the LNNB than their
nonviolent counterparts, with Expressive Speech
and Memory being the distinguishing summary
scales. This was true with respect to both male
and female offenders. These findings were simi-
lar to the results of ecarlier studies by Lewis,
Shanok, and Pincus (1982) and Voorhees
(1981). However, in controlling for the presence
of psychosis and a history of neurological disor-
der, Tarter, Hegedus, Alterman, and Katz-
Garris (1983) failed to find differences in
neuropsychological, intellectual, and psychoe-
ducational performance across groups of adoles-
cent offenders differing with respect to their type
of offense (i.e., violent, nonviolent, sexual).

Giancola and Mezzich (2000) conducted
one of the only studies to examine language
functioning and conduct disorder in females.
They studied adolescent girls, aged 14-18 years,
with and without conduct disorder. Compared
to a control group, it was found that the girls
with conduct disorder demonstrated poorer lan-
guage and executive functioning. Poor language
competence was related to antisocial behavior,
but the relationship depended on the presence of
poor executive functioning as well.

The previously noted problems limit the
generalizations that one can make with respect
to this category of child psychopathology. It is
probably fair to say that, as a group, youngsters
with conduct disorders tend to have more lim-
ited verbal abilities, are more prone to impulsive
reactions, and have a heightened rate of neuro-
logical signs (these, however, may arise seconda-
rily as consequences of their behavior disorders).
Newer studies have begun to identify underlying

neural abnormalities and possible biopsychoso-
cial risk factors in some cases.

Affective Disorders

Depressed children have an increased fre-
quency of neurological soft signs relative to nor-
mal controls (MacAuslan, 1975). Conversely, as
was noted earlier, adolescents with early soft
signs were more likely to have a psychiatric dis-
order characterized by symptoms such as anxi-
ety, withdrawal, and depression (Shaffer et al.,
1985); social isolation rather than aggression
was found to be more likely to persist in children
with physical disabilities secondary to brain
damage (see Breslau & Marshall, 1985); and
internalizing  rather  than  externalizing
symptoms have been found to be more clearly
tied to neuropsychological impairment in psy-
chiatrically hospitalized boys (Tramontana
et al., 1988). Also, apart from gross social disin-
hibition, it will be recalled that depression was
the only psychiatric symptom that bore a specific
relationship to lesion localization in the series of
studies on head injury by Rutter and his collea-
gues (Rutter, 1983). Thus, depression appears to
be an important feature of the brain-impaired
child, perhaps especially in terms of long-range
outcomes.

Much of the early neuropsychological
investigation into childhood depression focused
specifically on the question of lateralization of
dysfunction. Research demonstrating the specia-
lized role of the right cerebral hemisphere in the
processing of human emotion and affective cues,
along with reports of right hemispheric dysfunc-
tion in adults suffering from depression (Tucker,
1980), prompted inquiries into the existence of
such relationships in children. A number of stu-
dies reported impaired nonverbal abilities rela-
tive to verbal abilities in children with
depression. For example, Kaslow, Rehm, and
Siegel (1984) found that higher scores on
the Children’s Depression Inventory (CDI)
were associated with poor performance on the
WISC-R subtests of Block Design, Coding, and
Digit Span in a mixed group of children with
depression. No significant relationships were
found for WISC-R Vocabulary or the Trail
Making Test of the HRNB. Blumberg and
Izard (1985) found a similar pattern of results
using the Peabody Picture Vocabulary Test and
WISC-R Block Design, with the CDI again
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serving as the index of depression. In both stu-
dies, girls were found to perform more poorly
than boys on Block Design. However, the find-
ings in these studies constituted very weak
evidence of lateralized right hemispheric dys-
function, as the obtained pattern of results sim-
ply may have reflected the differential sensitivity
of performance measures to the effects of
depressed concentration and motor speed.

Some studies reported improvements on
neuropsychological measures suggestive of
both right hemispheric and frontal lobe dysfunc-
tion subsequent to treatment with antidepres-
sant medication (Brumback, Staton, & Wilson,
1980; Staton, Wilson, & Brumback, 1981;
Wilson & Staton, 1984). Specifically, Staton
et al. found that remission of melancholic symp-
toms was associated with improved performance
on WISC-R Similarities, Comprehension, Block
Design, and Coding, as well as on the Matching
Familiar Figures Test, the Category Test of the
HRNB, and the Visual Reception Subtest of the
Illinois Test of Psycholinguistic Abilities.
Although the localizing significance of this pat-
tern of results is uncertain, two children in the
study reportedly had a mild left-sided motor
deficit which also seemed to improve subsequent
to antidepressant treatment.

Rochford, Weinapple, and Goldstein
(1981) found greater EEG variance in the right
hemisphere than in the left in a heterogeneous
group of depressed adolescents. This pattern was
distinct from that of normal controls, who
demonstrated about equal hemispheric variance,
and from adolescents with paranoid symptoma-
tology, who exhibited greater variance in the left
hemisphere. However, Knott, Waters, Lapierre,
and Gray (1985) found no evidence of specific
hemispheric abnormalities in a comparison of
EEG patterns and auditory-evoked potentials
in matched pairs of siblings discordant for affec-
tive disorder. EEG abnormalities in REM sleep
latencies have also been described in depressed
adolescents (Mendlewicz, Hoffman, Kerkhofs, &
Linkowski, 1984).

Another perspective comes from the model
of nonverbal learning disability of Rourke and
associates noted earlier and its relationship to
internalizing forms of psychopathology, includ-
ing depression. Rather than lateralized dysfunc-
tion per se, NLD is seen as more directly related
to the extent of white matter disruption present.
Lateralized findings may be explained, however,

by the higher ratio of white matter to gray matter
in the right versus left hemisphere (Rourke,
1987).

The evidence has been mixed with respect to
how well various biological markers for depres-
sion identified in adults apply to children
(Birmaher et al., 1996). These include indices
such as hyposecretion of growth hormone, dys-
regulation of the hypothalamic-pituitary-
adrenal axis, abnormal serotonergic function,
and sleep disturbance. Kolvin and Sadowski
(2001) noted that there are probably more simi-
larities than differences in the neuropsychologi-
cal functioning of depressed children and adults.
However, younger children tend to express dis-
tress and negative affect through externalizing
symptoms probably because of their still imma-
ture language abilities (Cataldo, Nobile,
Lorusso, Battaglia, & Molteni, 2005). Depressed
children and adolescents otherwise have been
found to exhibit a pattern of conservative
response style, delayed response initiation, slow
reaction times, as well as attention difficulties
(Cataldo et al., 2005).

There have been some promising leads in
the study of bipolar affective disorder (BPD) in
childhood. In their review of the literature,
Bearden, Hoffman, and Cannon (2001) reported
on a variety of structural brain abnormalities
and corresponding functional deficits in BPD.
Rather than lateralized dysfunction, emphasis
was given to the investigation of anterior brain
regions and associated functions involving
attention and memory, speeded information
processing, executive functioning, and affect reg-
ulation. Neuroimaging findings have implicated
the presence of decreased activity in the prefron-
tal cortex along with subcortical abnormalities
(Castillo, Kwock, Courvoisie, & Hooper, 2000;
Chang et al., 2004; Courvoisie et al., 2004).
Using fMRI, Dickstein et al. (2004) found selec-
tive deficits specifically involving attention set-
shifting and visuospatial memory.

Geller and DelBello (2003) reported that
children with BPD have a high rate of comorbid-
ity (89% overall), with the more frequent comor-
bid conditions including ADHD and learning
disabilities. Lagace, Kutcher, & Robertson
(2003) found that adolescents with BPD had
organizational, spatial, and meta-cognitive defi-
cits that may contribute to a specific learning
disability in math. Even the children of parents
with BPD have been found to have a cognitive
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profile involving relatively weaker nonverbal
than verbal abilities (Decina et al. 1983). Similar
patterns were noted above with respect to uni-
polar depression, suggesting that, regardless of
the issue of lateralization, deficits in nonverbal
processing may constitute an important compo-
nent of risk for affective disorders, in general.

Anxiety Disorders

The relationship between anxiety and
neuropsychological factors is complex. Some
discussions of anxiety within the context of
neuropsychological functioning have dealt with
the disruptive effects it may exert on formal test
performance. Thus, anxiety may be viewed as a
source of interference contributing to false-
positive diagnosis or invalid inferences of neuro-
psychological deficit, especially in situations
with high base rates of psychiatric disorder
(Tramontana, 1983).

Alternatively, anxiety may arise as a sec-
ondary reaction in situations in which a child’s
deficits are challenged or brought to the fore
(Tramontana & Hooper, 1989). For example, a
language-impaired child may react with avoid-
ance or withdrawal in situations requiring spo-
ken communication. In this case, the anxiety is
symptomatic of a breakdown in the child’s abil-
ity to cope effectively with his/her deficits. The
child’s actual performance may suffer from dis-
ruptive or distracting emotional reactions.
Worse yet, the underlying deficits may become
compounded in time if the child’s anxiety leads
to a chronic avoidance of appropriate learning
and stimulation experiences.

Another perspective has to do with more of a
direct relationship between neuropsychological
processes and particular forms of anxiety disor-
der. For example, right parahippocampal
abnormality has been posited in the case of
panic disorder (George & Ballenger, 1992).
A disturbance in a network of structures invol-
ving the basal ganglia, thalamus, as well as orbi-
tofrontal and anterior cingulate cortex has been
hypothesized as a pathogenic mechanism in
obsessive—compulsive disorder (Modell, Mountz,
Curtis, & Gredens, 1989). Studies of obsessive—
compulsive disorder (OCD) in adolescents have
noted frontal and basal ganglia dysfunction (Cox,
Fedio, & Rapoport, 1989; Behar et al., 1984).
There were also findings suggestive of possible
right hemispheric dysfunction (visual-spatial

deficits; left hemibody signs) together with larger
ventricular—brain ratios on CT and a greater fre-
quency of age-inappropriate synkinesias relative
to matched controls (Rapoport et al., 1980; 1981).

Savage and Rauch (2000) suggested that the
emergence of OCD in childhood may parallel the
development of prefrontal functioning. Pro-
blems with cognitive flexibility may be present,
although deficits on formal measures of execu-
tive functioning have not been consistently
observed (Beers et al., 1999). In a review, it was
further noted that memory deficits are not com-
mon in OCD unless they are dependent on orga-
nizational strategies (Greisberg & McKay,
2003).

Posttraumatic stress disorder (PTSD) has
been an especially noteworthy area of emerging
interest. In one of the key studies with adults, the
attention and memory performance of military
personnel with and without PTSD was com-
pared (Vasterling, Roost, Brailey, Uddo, &
Sutker, 1994). Those with PTSD were impaired
on tasks of attention and mental control, espe-
cially where a visual component was involved.
Poor organization on a constructional task and a
greater susceptibility to proactive interference in
verbal learning were also noted. The findings
were seen as consistent with neurobiological
models of PTSD emphasizing the role of hyper-
arousal and frontal-subcortical systems. Other
findings have specifically related extreme stress
with damage to the hippocampus and with asso-
ciated deficits in memory function. Bremner
et al. (1995) found that Vietnam combat veter-
ans had a statistically significant 8% smaller
right hippocampal volume on MRI relative to a
matched comparison group. Deficits in short-
term verbal memory were also noted.

Taken together, the implication from the
foregoing studies was that some of the memory
disturbances seen in PTSD may result from
experientially induced structural changes rather
than primarily reflecting the effects of defensive
processes. In the previous edition of the Hand-
book, this was seen as an exciting line of inquiry
that hopefully would be extended to victims of
child abuse and trauma as well.

A key program of research in this area
has come from De Bellis and colleagues in their
study of PTSD associated with childhood
maltreatment. De  Bellis and Thomas
(2003) postulated that traumatic stress can
bring about alterations affecting endocrine,
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neurotransmitter, and immune systems. Dysre-
gulation of these three neurobiological stress
systems, in turn, will influence arousal levels,
stress reactions, as well as behavioral and emo-
tional regulation, and may activate many of the
symptoms experienced by children with PTSD.
These alterations may also lead to abnormalities
of the developing brain. Neuroimaging studies
examining children and adolescents with PTSD
secondary to maltreatment have found signifi-
cant structural differences compared to healthy
controls, including decreased volumes in pre-
frontal cortical and white matter regions,
the right temporal lobe, and midsagittal area of
the corpus callosum; decreased cortical, intra-
cranial, and total brain volumes; along with
enlarged right, left, and total lateral ventricles
(De Bellis et al., 1999; 2002). Gender differences
emerged, with boys exhibiting smaller volume of
the corpus callosum compared to girls (De Bellis
et al., 1999). Also, in a comprehensive study of
neuropsychological functioning in maltreated
children with PTSD, it was found that they per-
formed more poorly than matched controls in
the areas of attention, learning and memory,
visual-spatial organization, as well as problem
solving, abstract reasoning/executive function-
ing (Beers & De Bellis, 2002). This will continue
to be an important and exciting area of inquiry.

Childhood Schizophrenia

Previous editions of this text did not include
a section dealing with this category of child psy-
chopathology. Although it has long been
assumed that neurocognitive impairments are
central features of schizophrenia in childhood
(as is certainly true in the case of adults), the
number of studies examining this important
issue was limited (Suhulz, 1998). Below are
some of the newer developments and insights
that have appeared.

Early-onset schizophrenia (i.e., positive
symptoms by age 12) has been found to be asso-
ciated with problems involving lower IQ (Basso,
Nasarallah, Olsen, & Bornstein, 1997), attention
(Asarnow, Tanguay,. Bott, & Freeman, 1987,
Zahn et al., 1998), motor functioning (Walker,
Savoie, & Davis, 1994), smooth-pursuit eye
movement (Iacono & Clementz, 1993), as well as
processing speed, memory, new learning, abstract
reasoning, and executive functions (Green &
Nuechterlein, 1999; Heinrichs & Zakzanis, 1998;

Kenny et al., 1997). Deficits in short-term and
delayed verbal recall have been implicated as
being among the most prominent cognitive
problems (Saykin et al., 1994; Seidman et al.,
2002). In addition, there are indications that
early-onset versus adult-onset schizophrenia
results in greater cognitive impairment and socia-
l-emotional problems, as well as greater overall
severity and resistance to treatment (Hollis, 2000).

Some of the above deficits have been found
in children prior to the onset of psychotic symp-
toms (Cornblatt, Obuchowski, Roberts,
Pollack, & Erlenmeyer-Kimling, 1999; Walker,
Kestler, Bollini, & Hochman, 2004). Asarnow
(1999) reported that neurodevelopmental varia-
tions can be seen in nearly 80% of children later
diagnosed with schizophrenia, with particular
deficits in language development and working
memory. Similar neurocognitive profiles have
been found in nonpsychotic first-degree relatives
of those with schizophrenia (Asarnow et al.,
2002; Green, Nuechterlein, & Breitmeyer,
1997), including children genetically at risk for
schizophrenia versus normal controls (Davalos,
Compagnon, Heinlein, & Ross, 2004).

A question as to specificity can again be
raised, however. In a study by McClellan,
Prezbindowski, Breiger, and McCurry (2004),
children with early-onset psychotic disorders
were found to exhibit deficits in 1Q, attention,
verbal learning/memory, and social understand-
ing, although few group differences were appar-
ent when they were compared to children with
bipolar affective disorder. On the other hand,
Oie and Rund (1999) found that adolescents
with schizophrenia showed more of a general-
ized pattern of neuropsychological impairment
when compared to adolescents with ADHD or
normal controls. Those with schizophrenia ver-
sus ADHD were more impaired especially on
measures of abstraction, visual memory, and
motor functioning. Perhaps the distinction has
something to do with the seriousness of the psy-
chiatric conditions compared, with more wide-
spread problems being present when one form or
another of psychosis is involved.

Brain imaging studies have revealed a num-
ber of abnormalities, including progressive ven-
tricular enlargement, reduction in total brain
and thalamic volume, changes in temporal lobe
structures, and reductions in frontal metabolism
(Hendren et al., 2000). Adolescence appears to
be an important period of differential brain
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development in schizophrenia, with the progres-
sive reduction of temporal lobe structures
becoming more apparent at that time, as sug-
gested in a study of children with early-onset
schizophrenia (average onset at 10.4 years) ver-
sus healthy controls (Jacobsen, et al., 1998). In
another study by this group of investigators
(Giedd et al., 1999), differential nonlinear
progression of brain abnormalities were seen
during adolescence, with the total cerebrum
and hippocampus decreasing and lateral ventri-
cles increasing over this period for cases with
childhood-onset schizophrenis versus matched
normal controls. In addition, these developmen-
tal changes for the group with childhood-onset
schizophrenia appeared to reach a peak by early
adulthood. Thus, the findings for childhood
schizophrenia point to an evolving and degen-
erative pattern of changes as it progresses over
the period from childhood through adolescence.

Implications for Research and Practice

In the previous edition of the Handbook, we
concluded that there was little evidence of speci-
ficity in the type or pattern of brain dysfunction
associated with different categories of child psy-
chopathology. For example, evidence suggestive
of left hemispheric dysfunction was seen in dis-
orders as dissimilar as autism and conduct dis-
order; frontal lobe dysfunction was reported in
one study or another for almost all of the cate-
gories of disturbance considered. The same can
be said with respect to deficits involving execu-
tive functioning or various aspects of attention.
Given the extent of overlap, noting the presence
of underlying deficits such as these does little to
identify something distinctive in relation to the
particular form of psychopathology involved.

As before, we can cite methodological fac-
tors as contributing here, as the picture surely
was blurred by differences across studies in sub-
ject samples and the methods used in identifying
brain dysfunction as well as inconsistencies in
the use of diagnostic criteria. Some of the confu-
sion can be attributed to the faulty application of
neuropsychological inference in a number of
studies. It is one thing to use neuropsychological
test data in making inferences regarding lesion
localization for cases with documented brain
damage; however, even here issues such as
individual differences in compensatory deve-
lopment can obscure specific brain—behavior

relationships (e.g., Bigler & Naugle, 1985;
Rourke, Bakker, Fisk, & Strang, 1983). In any
event, one is certainly on rather weak ground in
making such inferences on cases for whom there
is no corroborating evidence as to the presence
or localization of injury. A relatively low Verbal
1Q is not necessarily associated with left hemi-
spheric impairment, nor is impulsivity necessa-
rily a sign of frontal lobe dysfunction. Although
such results may have localizing significance,
they can easily be attributed to nonneurological
factors as well.

Another issue has to do with the level of
analysis when examining psychopathology.
There is a good deal of variance or heterogeneity
within each of the major categories of child psy-
chopathology even when diagnostic criteria are
applied rigorously. This is not only due to differ-
ences in background variables or comorbid con-
ditions, if any, but also in terms of differences in
the pattern of primary symptoms themselves.
We should not expect the neurodiagnostic find-
ings to be any more cohesive or specific than the
behavioral syndrome to which they refer. Distin-
guishing subtypes, as in the case of ADHD, gets
at this somewhat. Perhaps even better would be
an analysis at the level of individual symptoms
or combinations of symptoms. For example,
what underlying neural differences might there
be in children presenting with inattentiveness
and persistent obsessive worry versus poor
attentiveness alone? Would the presence of,
say, poor set-shifting capacity in the obsessive
child help to make the distinction? Conversely,
are there neural commonalities for children pre-
senting with symptoms such as inattentiveness
or impulsivity regardless of their general psy-
chiatric diagnosis? Or, from yet another perspec-
tive, how can a common finding, such as a deficit
in executive functioning, be further specified to
allow meaningful distinctions when manifested
in a child with autism versus ADHD? Uncover-
ing more specific brain—behavior relationships in
this area will depend on setting the focus at a
more specific level than categorical diagnosis
alone.

Promising leads have emerged in each of the
areas reviewed. To no small degree, these dis-
coveries have come about through the incor-
poration of more precise brain imaging
techniques (see Eliez & Reiss, 2000, and Hendren
et al., 2000, for reviews). As was forecasted ear-
lier on (Tramontana, 1983), the use of such tools
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within a multimethod approach has played a
vital role in the growth of new knowledge in
this area. The field has progressed from examin-
ing fairly gross variations in brain structure
(such as left versus right damage, ventricular
size, frontal lobe injury, etc.) to the point now
in which integrated neural circuits spanning mul-
tiple brain regions are more the focus of inquiry
(e.g., Bush et al., 1999; Castellanos & Tannock,
2002; Vaidya et al., 2005). It is predicted that
future growth will come from combining this
more refined technology with more of an empha-
sis on individual symptom patterns as suggested
above.

Also highly welcome have been the theore-
tical advances that have appeared. This was
exemplified in the work of Rourke and collea-
gues on the syndrome of nonverbal learning
disability—especially in terms of its hypothe-
sized relationships with particular aspects of psy-
chosocial functioning. There has also been the
exemplary work of Mirsky and associates and
their model of attention components which
allows for a more precise discussion of under-
lying deficits in conditions in which one or more
aspects of attention may be disturbed. Other
notable examples have included Barkley’s
(1997) model of ADHD as involving a deficit in
behavioral inhibition, Frith’s (1989) central
coherence model as it relates to autism, and the
work of De Bellis and Thomas (2003) providing
a theoretical framework for understanding
neuropsychological outcomes associated with
PTSD. The availability of theoretical model
such as these helps to bring order to what can
otherwise be a confusing body of knowledge.

Issues surrounding valid neuropsychologi-
cal diagnosis with this population have been
discussed elsewhere (Tramontana, 1983), and
thus will not be elaborated here. Briefly, the
major interpretive problem involves distinguish-
ing the effects of deficit versus disturbance versus
delay in the neuropsychological results of psy-
chiatrically disordered children. The standard
application of neuropsychological methods is
associated with a greater likelihood of false-
positive errors in diagnosis with this population.
This is because a psychiatric disturbance in
childhood or adolescence, in the absence of
brain dysfunction, may itself produce significant
impairment on many neuropsychological tests.
Impaired performance could result from the dis-
ruptive effects of psychogenically based
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problems with anxiety, depression, or frustra-
tion tolerance. Such conditions not only may
disrupt present performance, but also may have
impeded the past attainment of various skills
that are prerequisite to age-appropriate perfor-
mance in many of the areas that are assessed. It is
just as undesirable to over-diagnose brain dys-
function as it is to overlook it when it does exist.
This has led some to advocate the use of more
conservative detection criteria when applying
neuropsychological methods in a child psychia-
tric population (Tramontana, 1983). At the same
time, as was indicated earlier in this chapter,
some outcomes in this population—such as the
extent of behavioral disturbance and academic
performance—can be predicted especially well
by neuropsychological assessment, regardless
of whether the observed deficits can be linked
with a history of brain injury (Tramontana et al.,
1988; 1990).

The research has documented a heightened
risk for psychopathology in the child with brain
dysfunction. Emphasis should be given to gain-
ing a better understanding of what factors might
curtail that risk, and thereby maximize out-
comes. There is a growing understanding of the
natural history of behavioral disturbances sec-
ondary to brain dysfunction. There is some indi-
cation that the relationship may weaken or grow
more indirect over time, as other factors perhaps
come to assume a more important role in main-
taining problem behaviors (Dorman, 1982;
Tramontana et al., 1988). The nature of beha-
vioral disturbances may also show some conver-
gence over time, with symptoms such as
withdrawal and depression being among the
more common outcomes associated with a his-
tory of chronic handicap (Breslau & Marshall,
1985; Shaffer et al., 1985). It is important to
know more precisely how this process unfolds
so that it might be redirected more positively, if
not prevented. The implications for clinical prac-
tice are similar. Accurate detection of the func-
tional deficits and behavioral liabilities in the
brain-impaired child is the first step in limiting
the risk for the later development or exacerba-
tion of psychopathology. The essence of the
strategy is to identify, treat early, and thereby
minimize the development of secondary
disturbances.

Effective intervention also entails an appre-
ciation of what may be going on at more of an
experiential or phenomenological level. For
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example, a child who has suffered a serious
traumatic brain injury (TBI) may be seen as
exhibiting “personality changes” as a result.
Temper outbursts are common and can be espe-
cially alarming to parents. However, sometimes
what these may really reflect are problems with
irritability or frustration that flare up when the
child becomes overly fatigued or stressed by
having to cope with deficits brought about by
the injury. Or they may reflect personality fea-
tures that have been there all along, but that
have now become magnified by stress. Some-
times there can even appear to be a “deteriora-
tion” in the child’s behavior or emotional status
as time goes on. With cognitive recovery there
can be better insight and awareness of deficits,
leaving the child more susceptible to feelings of
anxiety, loss, or embarrassment. Or, with
improvement, may come increased demands
on the child and the removal of supports or
exemptions that were there before. Either way,
the child may be left struggling with problems
not encountered previously. Add to this the
anxiety or frustration that may get triggered in
the parent upon witnessing such reactions, and
a fairly complex set of secondary problems can
arise. Mechanisms similar to these may have
been involved in the prospective studies of chil-
dren with severe TBI reporting a persistence or
worsening of behavioral outcomes despite cog-
nitive improvement (Brown et al., 1981;
Fletcher et al., 1990). It is important to disen-
tangle and demystify these outcomes, helping
both the child and parents recognize that some
of the behaviors may be fairly normal reactions
to the circumstances that have unfolded. Edu-
cating the affected parties about these relation-
ships is an essential step in promoting a positive
psychosocial recovery.

The neuropsychology of child psycho-
pathology continues to represent an important
and challenging aspect of the broader field of
child neuropsychology. As we noted in previous
editions of the Handbook, it is a complex area of
investigation for the researcher and the clinician
alike, as there are many factors that can obscure
the study of brain—behavior relationships in
child psychopathology. Hopefully, our discus-
sion has given the reader an appreciation for
both the importance and the complexity of the
topic. The new findings and conceptual models
that have emerged have begun to take shape in
coherent patterns. We predict that the picture

will continue to sharpen. This again promises
to be an exciting line of inquiry offering fresh
insights into the neuropsychological underpin-
nings of child psychopathology.
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Neurodevelopmental Malformations:
Etiology and Clinical Manifestations

GEORGE W. HYND, ALLISON E. MORGAN, anp MELANIE VAUGHN

Neuropsychologists  frequently work with
patients who have specified brain lesions that
produce well-documented cognitive or beha-
vioral effects. However, for those clinicians
working with school-age children or adolescents
who suffer developmental disorders, the patho-
genesis of cognitive and behavioral deficits may
be poorly understood. It should be noted, how-
ever, that considerably more is now known
about neurological anomalies than in decades
past. Consequently, it is more widely recognized
that knowledge of neurodevelopmental pro-
cesses should underscore clinical practice (Riccio
& Pizzitola-Jarratt, 2005).

This chapter reviews the anomalies of neu-
rological development that not infrequently are
seen in children and adolescents with develop-
mental disorders. Most typically the neuropsy-
chological manifestations of these anomalies
impact on widely distributed functional systems,
thus producing generalized and severe impair-
ment. However, there are exceptions, especially
with regard to anomalies of neuronal migration.
Some basic understanding of these effects should
aid neuropsychologists in a better conceptualiza-
tion of how disorders of neurological develop-
ment produce different effects than do discrete
lesions of the central nervous system. There is
wide variability in neuroanatomical development

GEORGE W. HYND, ALLISON E. MORGAN,, anp

and, unfortunately, there is still incomplete
understanding of neurodevelopmental anoma-
lies. Our ability to define these anomalies by
pathogenesis or prognosis is greater than our
ability to relate them to functional or behavioral
deficits. However, it is increasingly clear that a
better understanding of the brain enhances
the appreciation as to relations between brain
functioning and the processes and behaviors
we typically assess (Reynolds & French, 2005).
Essentially three categories of anomalies can be
specified: (1) those incompatible with life, (2)
those not necessarily incompatible with life but
that severely impair functioning, and (3) those of
variable consequences such that they can be
asymptomatic or associated with subtle cogni-
tive and behavioral deficits.

In this chapter, five general types of
neurodevelopmental anomalies, as defined by
pathogenesis, will be addressed: (1) bulk brain
growth abnormalities, (2) cerebral hemisphere
dysplasias, (3) cerebral cortex malformations,
(4) hydrocephalus and associated anomalies,
and (5) neural tube abnormalities and fusion
deficits.

Abnormalities in the Bulk Growth
of the Brain

The usual brain-to-body weight ratio is
1:30, but there is great variability in brain bulk

MELANIE VAUGHN . Arizona State University, thatcan be caused by a wide range of factors. In
Tempe, A2, 85287. the middle portions of the distribution, brain size
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is not typically correlated with functional differ-
ences. At the extreme ends of the distribution, as
in the cases of micrencephaly and megalence-
phaly, there are associations between brain size
and behavior (Hynd & Willis, 1988).

Micrencephaly

Micrencephaly is the term for small brain
size with a brain-to-body weight ratio sometimes
as little as 1:100. It is diagnosed when the head
circumference is less than two or three standard
deviations below the mean for age and gender.
The term is often used interchangeably with
microcephaly, which refers to a small head
vault (Aicardi, 1992; Friede, 1989). Micrence-
phaly, however, is the preferred term because it
specifies that the cause of the small head is an
abnormally small brain or cerebral hemisphere
(Friede, 1989).

Individuals with micrencephaly may have a
small cranial vault in contrast to a near-normal
face size, thickened scalp and cranial bones, and/
or folded scalp. Frequently in cases of micrence-
phaly, the convolutional pattern of the brain is
simplified with normal, or near-normal, sized
gyri that are somewhat coarsened. The basal
ganglia are usually of normal size and the cere-
bellum may appear disproportionately large
(Friede, 1989). The brain tissue often has
cytoarchitectonic anomalies. Males and females
seem equally affected.

Micrencephaly is sometimes associated with
epilepsy and moderate to severe retardation with
delayed speech and motor function. Surprisingly,
however, there are patients with normal intelli-
gence (Hecht & Kelly, 1979). The deficits in auto-
somal-recessive transmitted cases have been
reported to be more severe than those in autoso-
mal-dominant transmitted cases (Haslam &
Smith, 1979). The expected life span for indivi-
duals with micrencephaly varies, with some indi-
viduals surviving into adulthood but many others
dying young because of intercurrent disease
(Friede, 1975).

A variety of causal factors have been linked
with micrencephaly. It can be produced experi-
mentally by interfering with cell replication with
the greatest damage seen when the interference
occurs during the period of most active replica-
tion (Friede, 1989). Micrencephaly has been
associated with radiation exposure. For exam-
ple, Yamazaki and Schull (1990) reported that of

205 children who were exposed in utero to the
Hiroshima bombing, 7 had microcephaly with
mental retardation. Whereas mothers of only 4
nonmicrocephalic children were within 1200 m
of the blast’s center, the mothers of all 7 of
these children were within this distance.

Winick and Rosso (1969) proposed a link
between malnutrition and micrencephaly. In a
study of individuals who died of malnutrition in
their first year, the authors found that in com-
parison with normally nourished children, the
fatalities had severe deficits in brain weight, pro-
tein, RNA, and DNA. The authors speculated
that malnutrition disrupts cell division and
migration and thus leads to small brains. How-
ever, other research, as reviewed by Hynd and
Willis  (1988), indicates that most cases of
micrencephaly are probably not the result of
malnutrition because (1) moderate malnutrition
seems to affect the maturation of myelinated
cells rather than brain size, (2) the cerebellum
may be most negatively impacted by malnutri-
tion, and (3) rat studies have indicated that mal-
nourishment does not slow the development of
the brain to a significant extent. Friede (1989)
suggests that it is difficult to test the malnutrition
hypothesis because of the variability in normal
human brain weights at autopsy.

Other proposed ectiological factors include
infection by rubella, toxoplasmosis, cytomegalic
disease, and herpes simplex (Baron, Youngblood,
Siewers, & Medeatis, 1969; South, Tompkins,
Morris, & Rawls, 1969); prenatal exposure to
toxins; and metabolic disorders such as phenylk-
etonuria (McLone, 1982; Stevenson & Huntley,
1967). There is also evidence of a genetic basis for
micrencephaly. In fact Jones (1997) lists over 40
conditions in which microenchephaly frequently
occurs, including a number of deletion syn-
dromes, Angelman syndrome, fetal alcohol syn-
drome and trisomy 13 and 18.

Megalencephaly

Megalencephaly was first used to describe
hyperplasia of the brain involving the overdeve-
lopment of neural tissue (Fletcher, 1900). This
consists of excessive neuronal and glial elements
(Menkes, 1985). There is conflicting evidence as
to whether or not cell size is abnormally large.
The excess tissue may result from overproduc-
tion of neurons or from reduced neuronal death
(Friede, 1989). In some cases, the brains weigh
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twice as much as expected for age and gender
(Aicardi, 1992). Friede (1989) suggests that an
adult brain weighing over 1600g, with cere-
brospinal fluid (CSF) drained and increases
from edema and lesions excluded, is megalence-
phalic. More conservatively, Escourolle and
Poirier (1973) reserve that diagnosis for brain
weights over 1800 g.

Megalencephaly is sometimes used to refer
to abnormally large brains that result from a
variety of factors including astrocytomas, tuber-
ous sclerosis, metabolic errors, or hydrocepha-
lus. This is an inaccurate use of the term as the
large brains in these instances are symptoms of
another problem rather than the result of the
overproduction of cerebral parenchyma (Hynd
& Willis, 1988).

In infancy, megalencephaly may be appar-
ent when a head of originally normal size grows
more rapidly than ordinary, particularly in
the first 4 months (DeMyer, 1972; Lorber &
Priestley, 1981). Usually there is no specific dis-
figurement (Friede, 1989). In most cases, all sec-
tions of the brain are proportionately enlarged,
whereas in others, all are abnormally large, but
certain areas are enlarged disproportionately
(Friede, 1989). Sectioning of a megalencephalic
brain reveals normally sized ventricles and a
corpus callosum that may or may not be
enlarged. The cerebral cortex is often thicker
and the underlying white matter is of greater
volume than in normal brains. It is these differ-
ences that cause megalencephalic brains to be so
large. Cytoarchitectonic structure is usually nor-
mal (Friede, 1989; Hynd & Willis, 1988).

There have been some unilateral cases of
megalencephaly reported (e.g., Laurence, 1964)
but most cases are bilateral. Some have sug-
gested that unilateral megalencephaly may
represent hemihypertrophy because some of the
unilateral cases were found in association with a
unilaterally large face, unilateral scalp hair
excess, and unilaterally large extremities (Ward
& Lerner, 1947).

Clinical implications of megalencephaly
vary. It can be associated with mental retarda-
tion, seizures, and other neurological abnormal-
ities (Aicardi, 1992; DeMyer, 1972; Hynd &
Willis, 1988; Lorber & Priestley, 1981). In a
study by Lorber and Priestley (1981), 13% of
the megalencephalic children were mentally
retarded or neurologically abnormal. In con-
trast, megalencephaly has also been associated

with normal intelligence and even giftedness. In
a study by Jakob (1927) of megalencephalic indi-
viduals with brain weights ranging from 1600 to
2850¢g, 50 were gifted and 39 were mentally
impaired. In fact, Deutsch and Joseph (2003)
report that megalencephaly may even occur in
the presence of high nonverbal abilities. Clearly
there is great variability in the effect megalence-
phaly has on cognitive abilities. Behavioral def-
icits associated with megalencephaly are
typically related to deficient cognitive abilities
(Hynd & Willis, 1988).

In characterizing true megalencephaly, it is
important to rule out other possible causal fac-
tors for a large head size because some, like
hydrocephalus, require medical attention.
Lorber and Priestley (1981) examined 510 chil-
dren with a head circumference greater than the
98th percentile and found that only 109 had
primary megalencephaly with normal pressure.
DeMyer (1972) suggests that in making the dif-
ferential diagnosis, the most important factor to
consider is intracranial pressure.

There is evidence for familial transmission
of megalencephaly by both autosomal-dominant
and autosomal-recessive mechanisms (DeMyer,
1972; Friede, 1989; Lorber & Priestley, 1981).
Macrocephaly is frequently found in Hunter’s
syndrome, Hurlers syndrome, achondroplasia,
and other syndromes (Jones, 1997). The true
incidence of megalencephaly is unknown, largely
because asymptomatic cases are not reported
(Hynd & Willis, 1988). There is a 4:1 male-to-
female ratio (DeMyer, 1972; Lorber & Priestley,
1981). Table 1 summarizes the abnormalities of
the bulk growth of the brain and other anomalies
discussed in this chapter.

Dysplasias of the Cerebral Hemispheres

Holoprosencephaly

Holoprosencephaly results from a failure of
the prosencephalon to cleave completely into
two telencephalic hemispheres (Jones, 1997;
Malamud & Hirano, 1974). This leaves a small
forebrain containing a single ventricle (Evans,
1987). In the worst cases, the brain may weigh
less than 100 g (Friede, 1989). The most severe
form, alobar holoprosencephaly, is character-
ized by a completely undivided forebrain, little
neocortex, fused thalami on the midline, and a
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TABLE 1. Neurodevelopmental Malformations

Malformation

Description

Clinical manifestations

Abnormalities of bulk growth

Micrencephaly

Megalencephaly

Dysplasias of cerebral
hemispheres

Holoprosencephaly

Agenesis of the corpus
callosum

Subnormal brain size associated with
abnormally small head (<2 SD below
mean for age and gender)

Abnormally large brain from
overproduction of cerebral parenchyma.
Males > females

Two hemispheres fail to develop. A large
fluid-filled cavity results. No
interhemispheric fissure present.
1:13,000 live births

Complete or partial failure of the corpus
callosum to develop. Males > females

Size of face near normal; folded scalp,
possibly epilepsy, and most typically
intellectual retardation

Associated with mental subnormality,
normality, or hypothetically giftedness.
Epilepsy may occur

Faciocerebral dysplasias, cebocephaly,
apnea spells, severe mental retardation,
hypotelorism, and other systemic
deformities. Usually incompatible
with life

Occasionally asymptomatic or found in
association with spina bifida, facial and
ocular deformities, micrencephaly, and
hydrocephalus. Epilepsy and mental
retardation may occur

Malformations of the cerebral
cortex

Agyria/pachygyria

Polymicrogyria

Focal dysplasia

Smooth lissencephalic surface of brain.
Few coarse gyri may be present

Development of many small gyri.
Microscopically they may from
an overlapping folded cortex

Focal abnormalities in the cortical
architecture usually consisting of
disordered cells and layering of cortex

Commonly found in association with
agenesis of corpus callosum,
micrencephaly, epilepsy, severe mental
retardation, and early death

Found in association with learning
disabilities (dyslexia), severe mental
retardation, and epilepsy. Also appear
asymptomatically

Reported in cases of epilepsy and learning
disabilities (dyslexia)

Malformation associated with
congenital hydrocephalus

Dandy—Walker
malformation
Arnold—Chiari malformation

Stenosis of the aqueduct of
Sylvius

Malformation of the cerebellum associated
with a dilation of the fourth ventricle.
Males > females

Congenital deformation of the brain stem
and cerebellum

Obstruction of the aqueduct and CSF
circulation

Hydrocephalus, agenesis of the corpus
callosum, Klippel-Feil and DeLange
syndromes, and severe psychomotor
retardation

Congenital hydrocephalus, spina bifida,
and severe psychomotor retardation

Often insidious onset of symptoms
associated with hydrocephalus. Shunted
children may suffer learning/behavioral
problems. Nonverbal IQ < verbal 1Q
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TABLE 1. (Continued)

Malformation

Description

Clinical manifestations

Abnormalities of the neural
tube and fusion defects

Spina bifida occulta

Spina bifida cystica

Cranium bifidum and
encephalocele

Anencephaly

Usually asymptomatic lesion discovered
incidentally

Spinal defect that includes a cystic-like
sac which may or may not contain the
spinal cord

Fusion defects of skull referred to as
cranium bifidum; myelomeningoceles or
meningoceles on the skull are referred to
as encephaloceles. Males < females

Vault of skull absent and brain represented
by vascular mass. Face is grossly
normal. 1 male:4 female

Can be associated with lipoma, dermal
sinuses, and dimples

Hydrocephalus is a frequent complication.
Cognitive deficits related to extent of
hydrocephalus. Arnold—Chiari
malformation not uncommon

Many associated difficulties with
hydrocephalus including ataxia, cerebral
palsy, epilepsy, and mental retardation

Condition incompatible with life

Hydranencephaly
sacs containing CSF

Porencephaly

Cerebral hemispheres replaced by cystic

Large cystic lesion develops on the brain.
May occur bilaterally or unilaterally

Difficult initially to distinguish from
hydrocephalus. Hypnoatremia, eye
movement disturbances, and death

Rarely asymptomatic but typically
associated with mental retardation,
epilepsy, and other malformations

well-developed brain stem and cerebellum
(Aicardi, 1992). Holoprosencephaly is asso-
ciated with abnormal facial features that in the
most extreme cases can include cyclopia in which
one or two eyeballs are contained in a partially
fused orbit. Other orbitofacial anomalies include
cebocephaly (nose is represented by a flattened
bridge between the eyes with one or two nos-
trils), hypotelorism (close orbits), microphthal-
mia (narrowed eyelids), ethomocephaly (nose is
replaced by proboscis with one or two nostrils),
and cleft lip or palate (Brinholz, 1989; Evans,
1987; Friede, 1989; Hynd & Willis, 1988). There
are also visceral deformities associated with holo-
prosencephaly including polydactyly and cardiac
anomalies (Aicardi, 1992; Friede, 1975). To an
extent, the severity of facial deformities is related
to the extent of cerebral deformities, although the
relationship is not perfect (Friede, 1989). Cases of
semilobar holoprosencephaly, in which the brain
is divided into hemispheres posteriorly, are asso-
ciated with less severe or nonexistent facial
abnormalities (Aicardi, 1992).
Holoprosencephaly has previously been
called arhinencephaly under the terminology pro-
posed by Kundrat (1882) who noted the frequent

presence of aplasia of the olfactory bulbs and
tracts. Since holoprosencephaly can occur with
the presence of the olfactory bulb (Gilles,
Leviton, & Dooling, 1983), the term arhinence-
phaly is now typically reserved for defects invol-
ving a primary olfactory bulb malformation
(Friede, 1989). It is also possible to have
olfactory aplasia in mnonholoprosencephalic
brains (Kobori, Herrick, & Urich, 1987).

The most severe cases of holoprosencephaly
typically do not survive the neonatal period, and
infants who do survive often develop seizures.
The extent of neurological impairment varies,
but mental retardation, usually severe, is always
present (Aicardi, 1992). A semilobar patient
described by Kobori et al. (1987) who lived
until the age of 24 years had intact vision, hear-
ing, and reflexes but failed to thrive and did not
reach any developmental milestones. Rarely,
however, some individuals survive into adult-
hood (Aicardi, 1992).

This abnormality develops within the third
to sixth week of gestation during the period of
embryogenesis when the hemispheres normally
differentiate. There is some evidence from ani-
mal research that holoprosencephaly may result
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from exposure to neurotoxins (Hynd & Willis,
1988). Maternal diabetes may also be a risk fac-
tor (Barr et al., 1983; Kobori et al., 1987). There
have been familial cases of holoprosencephaly
reported in the literature suggesting the possibi-
lity of autosomal-recessive inheritance (DeMyer,
Zeman, & Palmer, 1963; Jones, 1997; Hintz,
Menking, & Sotos, 1968). In cases of holoprosen-
cephaly involving multiple extracephalic malfor-
mations, it is often associated with 13—18 trisomy.
It is possible, however, to diagnose trisomy 13 in
cases of holoprosencephaly not accompanied by
extracephalic abnormalities (Verloes et al., 1991).
Additionally, holoprosencephaly can occur in the
absence of chromosomal irregularities (Friede,
1989; Verloes et al., 1991).

Holoprosencephaly is estimated to occur in
1 of 13,000 births (Frutiger, 1969). The abnorm-
ality does not show gender preference (Friede,
1989; Hynd & Willis, 1988).

Agenesis of the Corpus Callosum

Agenesis of the corpus callosum is character-
ized by the complete or partial absence of the
corpus callosum. In partial agenesis, typically the
rostrum and genu are intact and the splenium and
corpus are absent because of the anteroposterior
direction in which the corpus callosum develops
(Aicardi, 1992; Hynd & Willis, 1988). Usually the
absent corpus callosum is replaced by two long-
itudinal bundles, called the longitudinal corpora
callosa or Probst bundles (Aicardi, 1992). Usually
the interhemispheric cortex is irregular in that the
cingular gyrus may be missing and the gyral pat-
terns are abnormal (Friede, 1989).

Agenesis of the corpus callosum may occur
asymptomatically, and there is some evidence
that a hypertrophied anterior commissure is
involved in functional compensation (Fischer,
Ryan, & Dobyns, 1992). It may also be found
in association with other neurodevelopmental
anomalies such as spina bifida, facial and ocular
abnormalities, micrencephaly, megalencephaly,
heterotopias, and hydrocephalus (Friede, 1989;
Hynd & Willis, 1988; Jeret, Serur, Wisniewski, &
Fisch, 1987). Epilepsy may be present, and men-
tal retardation is frequently associated with cal-
losal agenesis (Jeret et al., 1987).

In cases that appear asymptomatic, how-
ever, there are usually cognitive deficits. In an
early study, Selnes (1974) demonstrated that the

corpus callosum is necessary for semantic—
linguistic dominance to develop in the left hemi-
sphere. Related to this finding, Dennis (1981)
reported that acallosal individuals have diffi-
culty on tasks involving syntactic—pragmatic
ability and do poorly on semantic-linguistic
information-processing tasks on suppressing
ipsilateral input. These deficits are common in
children with learning disabilities (e.g., Hynd &
Obrzut, 1981; Hynd, Obrzut, Weed, & Hynd,
1979). Koeda and Takeshita (1993) described a
15-year-old acallosal, mentally retarded female
who could write dictated sentences accurately
but not read them, suggesting alexia. Sanders
(1989) described a 6-year-old acallosal female
who had deficits in syntactic comprehension
because of a difficulty in assigning appropriate
semantic roles to some sentence forms. Drake
(1968) reported a thinned corpus callosum in
the first reported autopsy of a learning-disabled
individual. These findings lend support to spec-
ulation about the role of the corpus callosum in
learning disabilities.

Most recently, Hynd et al. (1995) reported
that the genu of the corpus callosum was signifi-
cantly smaller in dyslexics and that area measure-
ments of various regions correlated significantly
with reading ability. These findings support the
view that morphological variation in the corpus
callosum may be related to cognitive deficits.

Other neuropsychological deficits have also
been reported. One study reported that acallosal
subjects were shown to respond more slowly,
although they could perform the tasks success-
fully, than IQ-matched normal controls on tasks
requiring interhemispheric and intrahemispheric
comparisons of visual and tactile stimuli
(Lassonde, Sauerwein, McCabe, Laurencelle, &
Geoffroy, 1988). Koeda and Takeshita (1993)
reported on disconnection deficits in two
patients with complete agenesis, mental retarda-
tion, and daily epileptic seizures. Specifically,
they exhibited tactile naming disorder of the
left hand. Importantly, the diagnostic process
indicated the absence of amorphognosia and
astercognosia which are gross sensory deficits
rather than disconnection deficits. Although dis-
connection syndromes have not been commonly
reported in cases of agenesis, the authors specu-
lated that because of the severe impairments of
the children, brain capacity and neural plasticity
were insufficient to compensate for the absent
corpus callosum.
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In Chiarello’s (1980) report on acallosal
individuals, the 27 cases described had a mean
verbal 1Q of 89 (SD = 12.45). For the 25 cases
for which both verbal and performance 1Qs were
reported, the mean verbal IQ was 88.52 (SD =
12.58) and the mean performance 1Q, 88.76
(SD = 15.75). These differences are not statisti-
cally significant. Hynd and Willis (1988) con-
cluded from these studies that in cases where
agenesis is incidentally discovered, general cog-
nitive ability is approximately one standard
deviation below normal. In addition, they
noted that verbal scale IQ scores do not reflect
the subtle neurolinguistic deficits present in these
patients.

The prognosis of individuals with agenesis
of the corpus callosum varies according to
whether it is asymptomatic or associated with
other deformities. Blum, André, Broullé,
Husson, and Leheup (1990) found that of 12
infants diagnosed prenatally, 6 developed nor-
mally from age 2 to 8 years. Jeret et al. (1987)
reported evidence suggesting that the life expec-
tancy of acallosal males is greater than that of
acallosal females.

Agenesis of the corpus callosum is diag-
nosed by neuroimaging. The disconnection
of the cerebral hemispheres is also evident on
CT and MRI scans. Prenatal diagnosis is
possible beginning at week 20 of gestation
(Aicardi, 1992).

The disruption in embryogenesis is thought
to occur between weeks 12 and 22 of gestation
(Hynd & Willis, 1988). There is evidence for
familial transmission of agenesis of the corpus
callosum (Dogan, Dogan, & Lovrencic, 1967;
Menkes, Philippart, & Clark, 1964; Shapira &
Cohen, 1973). There have been suggestions of
autosomal-dominant  inheritance  (Aicardi,
1992) and X-linked transmission (Aicardi,
1992; Jeret et al., 1987; Vles et al., 1990). Agen-
esis of the corpus callosum is frequently found in
a number of clinical syndromes including the
Aicardi syndrome, Meckel-Gruber syndrome,
Walker—Warburg syndrome and occasionally
in a number of other syndromes including sev-
eral trisomies (8, 13 and 18) (Jones, 1997).
Further, agenesis has been associated with meta-
bolic disorders of fetal (Bamforth, Bamforth,
Poskitt, Applegarth, & Hall, 1988) and maternal
origin (Aicardi, 1992) including fetal alcohol
syndrome (Jeret et al., 1987, Wisniewski,
Dambska, Sher, & Qazi, 1983).

Since agenesis of the corpus callosum is
sometimes asymptomatic, the exact incidence is
unknown. Although the incidence has been sug-
gested to be 0.7%, Hynd and Willis (1988) note
that the percentage of individuals with agenesis
of the corpus callosum may be lower because the
estimate was derived from a probably nonrepre-
sentative population. Jeret, Serur, Wisniewski,
and Fisch (1985-1986) reported an incidence of
2.3% among a developmentally disabled popu-
lation. There is evidence that it is more common
among males (Jeret et al., 1987).

Malformations of the Cerebral Cortex

Dysplasia, abnormal tissue growth, can
occur in any region of the brain. Although it is
likely that most instances of dysplasia are
asymptomatic, dysplasias have been associated
with behavioral and learning difficulties (Hynd
& Semrud-Clikeman, 1989; Hynd & Willis,
1988). Dysplasias result from a disruption in
neuronal migration. In the cases of agyria,
pachygyria, and heterotopia, it has been specu-
lated that they are variations of the same process
that differ in severity (Friede, 1989). The review
of radiologic and neuropathologic findings by
Palmini et al. (1991) supported this theory. Simi-
larly, a comparison of a child with generalized
pachygyria, one with subcortical laminar hetero-
topias (or double cortex), and one with periven-
tricular band heterotopia suggested to Palmini et
al. (1993) that the pathogenesis for each of these
disorders involves a disruption during the migra-
tion process, specifically neuron—glia interac-
tions. They suggested that this disturbed
interaction could lead to the halt of centrifugal
neuronal movement as well as to failure of the
neuron to detach from the glial guide when
reaching the cortical plate. They hypothesized
that the interaction of three factors—the period
of migration during which injury occurred,
degree of radial glial fiber involvement, and
location of damage on the glial fibers—deter-
mined the severity and site of the diffuse
heterotopia.

Agyria (Lissencephaly) and Pachygyria

Agyria and lissencephaly are terms that
have been used interchangeably. Owen (1868)
originally used the term lissencephaly as a
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descriptor of brains in lower species that are
smooth, flat, and unfolded. The term was later
used to characterize brains that were malformed
and lacked gyri. Agyria, however, is the prefer-
able term because it refers specifically to the lack
of gyri (Hynd & Willis, 1988).

Pachygyria, also called macrogyria, is used
to describe brains with few gyri that are usually
coarse and wide. Although agyria and pachy-
gyria are sometimes used equivalently, it is better
to distinguish between the two because they
represent different levels of severity (Crome,
1956; Daube & Chou, 1966; McLone, 1982).

Children with agyria typically present with
microencephaly, thickened skull (Hynd & Willis,
1988), bitemporal hollowing, and small jaw
(Pavone, Gullotta, Incorpora, Grasso, & Dobyns,
1990). There are different pathological types with
distinct clinical features as delineated by Aicardi
(1992) and Pavone et al. (1990). Unilateral agyria
has been reported (Hager et al., 1991).

In classical agyria, the cerebral cortex is
thick and the white matter is reduced. Kuchel-
meister, Bergmann, and Gullotta (1993)
reported a 4:1 gray-to-white matter ratio. The
cortex typically consists of the following four
layers (from top down): (1) cell sparse, molecular
layer; (2) superficial cellular layer containing a
variety of cells, including large pyramidal cells
usually found in layer five; (3) thin layer of white
matter with no or few cells; and (4) thick bands
of ectopic neurons (Aicardi, 1992; Friede, 1989).

In pachygyria, the extent of malformation is
less severe and in layers two and four the expected
small neurons are present (Aicardi, 1992). Both
agyria and pachygyria often are accompanied by
agenesis of the corpus callosum, suggesting that
these anomalies occur during the first trimester of
gestation (Brodsky & Lombroso, 1998; Friede,
1975). Jellinger and Rett (1976) suggest that
agyria develops during weeks 11-13 of gestation
and pachygyria, around week 13. Agyria is asso-
ciated with postnatal microcephaly (Pavone,
Rizzo, & Dobyns, 1993). A relationship between
pachygyria and tuberous sclerosis has been
reported (Sener, 1993).

Severe neurological problems are associated
with agyria including severe mental retardation,
motor retardation, diplegia, hypotonia, decere-
brate posture, reduced spontaneous activity, and
seizures (especially infantile spasms) (Aicardi,
1992; Friede, 1989; Hynd & Willis, 1988; Pavone
etal., 1990, 1993; Tachibana, 1990). Poor growth

and feeding problems are also common (Pavone
etal., 1993). Interestingly, Barkovich, Koch, and
Carrol (1991) reported, based on a study of 10
patients, that the clinical manifestations did not
appear to correlate with the severity of agyria.
The cognitive and behavioral manifestations in
pachygyria are less severe, although severe men-
tal retardation and seizures are still common.

Most infants with agyria die before the age
of 2 (Friede, 1989; Hynd & Willis, 1988; Palmini
et al., 1991). These children often die of intercur-
rent disease. Respiratory infections, including
pneumonia, are common (Pavone et al., 1993).
Miinchoff and Noetzel (1965), however,
described a child who lived until age 6 and
Kuchelmeister et al. (1993) reported on a patient
who reached age 20. The expectancies for indivi-
duals with pachygyria are better. Palmini et al.
(1993) described a 7-year-old female who, while
developmentally delayed and epileptic, was able
to attend, with difficulties, a special first grade
class. Aicardi (1992) reports that he has had
patients with pachygyric brains who survived
into adulthood, could walk, and had limited lan-
guage abilities.

As noted previously, agyria and pachygyria
are the result of arrested or disrupted neuronal
migration. In the schema developed by Palmini
et al. (1993), diffuse pachygyria results from an
early injury (before most neurons have arrived at
the cortex and thus providing insufficient mate-
rial to form gyral patterns) and severe and distal
radial glial fiber damage. In agyria, the disrup-
tion occurs earlier.

A variety of factors have been suggested to
cause the disrupted migration. Aicardi (1992)
suggests that most cases of agyria are sporadic
but that there have been some cases indicating
dominant inheritance. Pavone et al. (1990)
found evidence of autosomal-recessive inheri-
tance and the possibility of X-linked-recessive
inheritance. When agyria is part of the Miller—
Dicker syndrome, it is thought to result from
a chromosomal microdeletion (Brodsky &
Lombroso, 1998; Ledbetter, Kirwano, Dobyns,
& Ledbetter, 1992). Postconceptional factors
perhaps responsible for the development of
agyria or pachygyria are ischemia and viral
infection (Pavone et al., 1990) including conge-
nital cytomegalovirus (Hayward, Titelbaum,
Clancy, & Zimmerman, 1991). The incidence
and gender ratios for agyria and pachygyria are
unknown (Hynd & Willis, 1988).
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Focal Dysplasia/Heterotopia

Heterotopia is the term used to describe the
presence of ectopic gray matter in the cerebral
hemispheres. It is thought to be on the other end
of the continuum from agyria (Palmini et al.,
1993). In laminar heterotopias, the gray matter
appears as symmetrical ribbons in the centrum
semiovale (Friede, 1989). In pure cases of lami-
nar heterotopia, called generalized band or
“double” cortex heterotopia, the gray matter is
continuous under the cortical surface and
appears like a double cortex. The gray matter is
most noticeable in the frontocentroparietal
regions, but is typically found throughout the
neocortex (Palmini et al., 1991). Although there
may be slightly fewer gyri than normal, the cor-
tex is usually not malformed. Nodular heteroto-
pias are characterized by clustered masses of
gray matter in irregularly formed nodules that
are separated by thin myelinated fibers. They are
usually located near the lateral ventricles
(Friede, 1989; Hynd & Willis, 1988).

Laminar heterotopia is usually associated
with few, if any, deficits (Hynd & Willis, 1988),
but it has occasionally been associated with epi-
lepsy and mental retardation (Miura et al., 1993;
Palminietal., 1991, 1993; Ricci, Cusmai, Fariello,
Fusco, & Vigevano, 1992). One 6-year-old female
with double cortex syndrome was described as
slightly developmentally delayed, clumsy, easily
upset, and as having poor impulse control. It was
unclear whether or not she was epileptic. Her
daily living appeared to be affected only slightly
by her cortical anomalies (Hashimoto, Seki,
Takuma, & Suzuki, 1993). Palmini et al. (1993)
note that while there may be a relationship
between the extent of the migration deficit and
clinical manifestations, the severity of epilepsy
and retardation among patients may depend on
the type of epileptic syndrome that develops. The
severity of mental retardation is also thought to
be related to the extent the cortex over the hetero-
topia is disorganized (Palmini et al., 1991).

Nodular heterotopias, in small numbers,
are usually asymptomatic (Aicardi, 1992; Hynd
& Willis, 1988). They may be associated, how-
ever, with malformations such as agenesis of the
corpus callosum and micrencephaly (Friede,
1989). Focal dysplasias have also been found in
the brains of dyslexic individuals (Galaburda,
Sherman, Rosen, Aboitiz, & Geschwind, 1985).
Hynd and Willis (1988) speculate that the

distribution and severity of focal dysplasias
may dictate whether cortical arousal, learning,
or attention is negatively impacted. Life expec-
tancy depends on associated clinical features and
can be normal (Palmini et al., 1991).

Diagnosis of heterotopias is made through
neuroimaging. In making the diagnosis, it is
important to differentiate them from the
tubers of tuberous sclerosis which they may
resemble and with which they may be associated
(Aicardi, 1992).

As with agyria and pachygyria, focal het-
erotopias are thought to develop from disrupted
neuronal migration. The neurons forming a het-
erotopia are thought to be normal, just located
in error (Clark, 2002). It has been suggested that
the disruption does not completely terminate
neuronal migration at a certain point. Instead,
only some waves of migration are unsuccessful.
In the double cortex syndrome, the superficial
layers receive close to the normal number of
neurons so that gyration is possible (Palmini
et al., 1991). Palmini et al. (1993) propose that
in heterotopia the migration is arrested late in
the process and that radial glial fiber damage is
mild and distal.

The etiology for the disrupted migration is
uncertain. There are reports, however, of famil-
ial cases of double cortex syndrome, suggesting a
possible genetic basis (Palmini et al., 1991). In
the examination of ten patients with “double
cortex” described by Palmini et al. (1991), it
was found that maternal drug ingestion occurred
in two mothers and X-ray exposure occurred in a
third, leading to the conclusion that these terato-
gens may have been related to disrupted neuro-
nal migration. Fever, lasting one or more days
before weeks 4 and 14 of gestation, has also been
implicated (Pleet, Graham, & Smith, 1981). The
incidence of focal dysplasias is unknown.
There is some limited evidence, however, that
they may occur more frequently in males
than in females (Hynd & Willis, 1988) and have
been reported to exist in the brains of children
with attention-deficit hyperactivity disorder
(ADHD) (Nopoulus, et al., 2000).

Polymicrogyria

Polymicrogyria is  characterized by
crowded, small gyri, in an atypical convolutional
pattern (Aicardi, 1992; Friede, 1989; Hynd &
Willis, 1988). However, at gross inspection,
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there does not always appear to be an excessive
number of gyri. Instead it may appear to be
pachygyria (Byrd, Osborn, & Radkowski,
1991) because the gyri are not separated as a
result of the fusion of molecular layers (Aicardi,
1992; Friede, 1989). The extent of polymicro-
gyria may not be evident until sectioning (Hynd
& Willis, 1988). Polymicrogyria can cover the
entire cortex unilaterally or bilaterally. They
are more commonly localized, however, around
arterial territories, and porencephalic or hydra-
nencephalic areas (Aicardi, 1992; Friede, 1989).
Brain weight may be reduced (Friede, 1989).
Polymicrogyria may co-occur with other
abnormalities including cellular heterotopias,
agenesis of the corpus callosum, signs of fetal
infection, and cortical and vascular anomalies
(Aicardi, 1992; Friede, 1989).

The clinical manifestations of polymicro-
gyria vary. It has been found incidentally in the
autopsies of individuals without neurological
impairment, and small areas are usually asymp-
tomatic (Aicardi, 1992; Hynd & Willis, 1988). It
has also been found in association with severe
mental retardation (Crome, 1960; Malamud,
1964), learning disabilities (Galaburda &
Kemper, 1979; Galaburda et al., 1985), seizures,
and bilateral or unilateral neurological signs
(Aicardi, 1992). Cohen, Campbell, and Yaghmai
(1989) reported on a 7-year-old girl with devel-
opmental dysplasia who died of mononucleosis.

Diagnosing polymicrogyria is extremely
difficult, if possible, even with the use of neuroi-
maging (Aicardi, 1992). Byrd et al. (1991)
reported that 25% of the children they examined
with polymicrogyria had MRI findings resem-
bling pachygyria and that the polymicrogyria
was revealed through histological studies.

The evidence suggests that rather than result-
ing from a disruption in neuronal migration, poly-
microgyria develops postmigration and is the
product of a disturbance of cortical gyration
around the fifth and sixth months of gestation
(Aicardi, 1992; Friede, 1989). The precipitating
events may include severe trauma, carbon mon-
oxide intoxication, maternal asphyxia, perfusion
failure, and intrauterine infections (Aicardi,
1992; Hynd & Willis, 1988). There is also evidence
of genetic transmission (Andermann, Palmini,
Andermann, Tampieri, & Leonard, 1992). The
incidence and gender ratios for polymicrogyria
are unknown (Hynd & Willis, 1988).

Hydrocephalus and Associated
Malformations

Hydrocephalus

Hydrocephalus results from excess CSF in
the ventricles. It can develop through intraven-
tricular or extra-ventricular obstruction of flow,
excessive CSF production, or loss of brain tissue
(Chervenak, 1989). Hydrocephalus can have a
variety of damaging effects on the cortex and
underlying white matter of the developing
brain, including (1) stretching and disruption of
neural tracts, particularly long fiber tracts;
(2) shifting of the internal capsule, which may
contribute to motor difficulties; (3) atrophy of
white matter; (4) stretched or extremely thin
cortex; and (5) disruption of corpus callosum
myelination. Congenital malformations are cau-
sally associated with hydrocephalus, particularly
the Dandy—Walker malformation, the Arnold—
Chiari malformation, and stenosis of the aque-
duct of Sylvius (Dyken & Miller, 1980). In one
study, approximately 37% of the hydrocephalic
infants had congenital deficits not related to
hydrocephalus among which trachosophageal
fistula and genitourinary, cardiac, and multiple
anomalies were most common (Wiswell, Tuttle,
Northam, & Simonds, 1990). Ocular abnormal-
ities, motor deficits, and seizures are also
often associated with hydrocephalus (Dennis
et al., 1981).

Prior to the development of shunting, which
transports CSF from the ventricular system or
subarachnoid space to another area where it can
be absorbed, the prognosis for hydrocephalus
was very poor. In an early study Laurence and
Coates (1962) computed survival estimates into
adult life as falling between 20 and 23%. In a
study by Raimondi and Soare (1974) of 200
shunted infants, only 9 died, with a mean age at
death of 38 months.

In the Raimondi and Soare (1974) study,
the mean IQ for 29 white infants with hydroce-
phalus was 84.5, SD = 25.8. This is approxi-
mately one standard deviation below average
intelligence but within the normal range. For
the total group of 50 hydrocephalic children
(white and black), the mean IQ was 71.7, SD =
30.3. This IQ score approaches the range of
mental retardation. The hydrocephalic children
with  associated  problems,  specifically
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porencephaly or Dandy—Walker cyst had much
lower 1Qs. McCullough and Balzer-Martin
(1982) reported that the mean 1Q of 37 shunted
children was 96, SD = 22. Approximately two-
thirds of the children in their study had normal
or borderline 1Qs. Similarly, the average intelli-
gence of children with uncomplicated hydroce-
phalus was reported to be 108 in another study
(Shurtleff, Foltz, & Loeser, 1973). The average
IQ of 78 hydrocephalic children in a study by
Dennis et al. (1981) was 90.80, SD = 13.34.
Some cases of superior intelligence in shunted
children have been reported (Lorber, 1968).
These studies indicate that in uncomplicated
cases of hydrocephalus treated with shunting,
mental impairment is not necessarily an asso-
ciated clinical feature.

Dennis et al. (1981) reported verbal intelli-
gence as being superior to nonverbal intelligence
in hydrocephalic individuals. They suggest that
nonverbal intelligence is impaired, even with the
benefits of shunting, for several reasons. First, the
biomechanical effects of hydrocephalus damage
some regions of the brain more than others. In
children with intraventricular hydrocephalus,
there is an asymmetric cortex thinning in the
anteroposterior direction leading to greater thin-
ning in the vertex and occipital regions. This has a
negative impact on the development of nonverbal
intelligence. Additionally, they proposed that
associated deficits such as disturbed visual func-
tion, motor deficits, and seizures may further
impair the development of nonverbal intelligence.

Of interest, Fernell, Gillberg, and von
Wendt (1991) reported that when hydrocephalus
was not associated with mental retardation,
hydrocephalic children did not exhibit signifi-
cantly more behavior problems than control
children. Hydrocephalic children with mental
retardation, however, had significantly more
behavior problems, particularly in attentiveness
and hyperactivity, than hydrocephalic children
without mental retardation and controls.

Hydrocephalus can be diagnosed prenatally
through the use of sonography. Chervenak
(1989) notes that the ability to measure the ven-
tricles is particularly helpful because the ventri-
cles often dilate before the cranium enlarges. In
children below the age of 2, hydrocephalus can
usually be diagnosed easily. The skull volume
develops rapidly and the child may be develop-
mentally delayed. Ocular symptoms are also
associated with hydrocephalus (Aicardi, 1992).

A variety of etiological factors may lead to
hydrocephalus including meningitis and ara-
chnoid fibrosis, subdural hematoma, cysts, vas-
cular anomalies, tumors, and major cerebral
dysplasias (Milhorat, 1982). Hydrocephalus is
often associated with other abnormalities, such
as spina bifida, and its exact incidence is thus
unknown. As a congenital disorder, its incidence
has been estimated to range from 0.9 to 1.5 per
1000 births (Milhorat, 1982). In a study of
763,364 live and stillborn infants born in U.S.
Army hospitals from 1971 to 1987, 370 had
hydrocephalus (0.48 per 1000 births). The popu-
lation characteristics of the sample were similar
to the United States as a whole. There were no
significant racial differences found or seasonal
or yearly trends in incidence. There were signifi-
cantly more males diagnosed than females and
hydrocephalus was significantly more common
among births in the Pacific region (South Korea
and Hawaii) than in the other four regions exam-
ined (Europe, East Coast, Midwest, and West
Coast) (Wiswell et al., 1990).

Hydrocephalus is frequently reported in the
Walker—Warburg syndrome and is occasionally
found in nearly 50 other syndromes including
achondroplasia, Aplert syndrome, Crouzon syn-
drome, Hunter’s syndrome, Hurler’s syndrome,
and several trisomies (9, 13, & 18) (Jones, 1997).

Dandy—Walker Malformation

Three characteristics are typical of the
Dandy— Walker malformation: (1) distension of
the fourth ventricle; (2) complete or partial agen-
esis of the vermis; and (3) enlarged posterior fossa
with vertical displacement of lateral sinuses, ten-
torium, and torcular. The cortex may be nonfo-
liated. The lateral ventricles, as they converge
with the sagittal sinus, form an inverted Y shape
(Friede, 1989). At one time, the Dandy—Walker
syndrome was thought to be the same as atresia of
the cerebellum which refers to the absence or
closure of the cerebellum. It became evident, how-
ever, that atresia of the cerebellum is not an
essential component of the Dandy—Walker mal-
formation (Hynd & Willis, 1988). Benda (1954)
suggested the term Dandy—Walker malformation
to distinguish it as a separate entity.

The occipital region in children with the
Dandy-Walker malformation is prominent
which helps to distinguish them from children
with hydranencephaly, aqueductal stenosis, or
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meningomyelocele which is associated with the
Arnold—Chiari malformation (Hynd & Willis,
1988). Congenital anomalies that sometimes
co-occur with the malformation include aque-
ductal stenosis, agenesis of the corpus callosum,
craniofacial deformities, Klippel-Feil syndrome,
Cornelia DeLange syndrome, polydactyly,
syndactyly, and cytoarchitectonic irregularities
(Evans, 1987; Friede, 1989; Hart, Malamud, &
Ellis, 1972; Hynd & Willis, 1988). More than
80% of individuals with the Dandy—Walker mal-
formation have early signs of hydrocephalus
(Friede, 1989) although it is not usually present
at birth (Hirsch, Pierre-Kahn, Renier, Sainte-
Rose, & Hoppe-Hirsch, 1984).

Associated neurological deficits include
mental retardation, slow motor development,
cranial nerve palsies, nystagmus, and truncal
ataxia. Mental retardation is usually pronounced
(Hynd & Willis, 1988). In a study by Raimondi
and Soare (1974), the mean IQ for hydrocephalic
children with the Dandy—Walker malformation
was 48.3. Most individuals survive past the first
year without shunting and some survive into
adulthood (Friede, 1989). Among 144 cases
reviewed by Hirsch et al. (1984), the mortality
rate was 27%. Approximately half of the survi-
vors, however, had a normal 1Q.

Diagnosis is usually not difficult if the child
presents with the three classic symptoms (Friede,
1989). In approximately 80% of cases it is not
diagnosed, however, until after the first birthday
when hydrocephalus is evident (Aicardi, 1992).

Some have suggested that the Dandy-—
Walker malformation results from a develop-
mental arrest in the hindbrain occurring some-
time before the third month of gestation with
persistence of the fourth ventricle’s anterior
membranous area. The malformation has been
found among siblings (Friede, 1989) suggesting
some familial-congenital mechanisms of trans-
mission. This malformation is frequently
observed in the Aircardi syndrome and the
Walker—Warburg syndrome (Jones, 1997). Inci-
dence is unknown (Hynd & Willis, 1988). Gen-
der ratios may be equal (Friede, 1989) but some
evidence suggests that males may outnumber
females (Hynd & Willis, 1988).

Arnold—Chiari Malformation

The Arnold—Chiari malformation is char-
acterized by brain stem and cerebellar

deformities that crowd the hindbrain. Cleland
(1883) first described this syndrome and illu-
strated the herniation of the vermis, the mal-
formed medulla, and other brain stem
abnormalities. Chiari (1891, 1896) further
described the malformation and distinguished
between three types: I, a syndrome involving her-
niation of the cerebellar tonsils; I, a syndrome
now called the Arnold— Chiari malformation; and
III, a syndrome involving cervical spina bifida
with cerebellar encephalocele. Arnold (1894)
reported on an infant with a ribbon like cerebel-
lar herniation. Thus, the term Arnold—Chiari
malformation was introduced by Schwalbe and
Gredig (1907) in an attempt to address the brain
stem abnormalities described by Chiari and the
cerebellar herniation described by Arnold.

Cranial bone and cervical spine anomalies
are a component of the syndrome. The brain
stem and cerebellum are downwardly displaced
and are tightly crowded. Cranial projection and
elongation of the cranial nerves occurs because
of the brain stem’s caudal displacement. Cere-
bellar tissue herniates into the cervical spinal
cord. The brain stem is deformed as the dorsal
part of the medulla oblongata, the fourth ven-
tricle, and the choroid plexus are shifted dor-
sally. The caudal end of the fourth ventricle
and its choroid plexus are shifted into the spinal
canal where they frequently form a pouch in
which herniated cerebellar tissue may enter.
Cases vary as to whether malformations of the
vermis and medulla are equally prominent or if
one type of deformity is more pronounced.
There are additional malformations of posterior
fossa structures (Friede, 1989).

The most consistent symptoms are
increased intracranial pressure and hydrocepha-
lus (Friede, 1989). Ford (1926) reported that of
100 cases of infantile hydrocephalus, 16 were
caused by the Arnold—Chiari malformation. It
is also associated with lumbrosacral spina bifida
and myelomeningocele (Hynd & Willis, 1988).
The Arnold—Chiari malformation can occur,
however, in the absence of spina bifida, and
hydrocephalus in spina bifida can be produced
by other causes (Friede, 1989). Children with the
Arnold—Chiari malformation frequently have
severe psychomotor retardation (Hynd & Willis,
1988). It is not, however, necessarily incompati-
ble with normal intelligence. McCullough and
Balzer-Martin (1982) reported the mean IQ of
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four children with Arnold—Chiari myelodyspla-
sia to be 110.

Four classes of hypotheses exist to explain
the pathogenesis of the syndrome: (1) downward
traction (from the myelomeningocele anchoring
the bottom portion of the spinal cord); (2) pres-
sure from above (as the result of congenital
hydrocephalus); (3) a primary dysgenesis of the
brain stem; and (4) a primary malformation of
the basicranium (Friede, 1989). Friede (1989)
suggests that the fourth class of hypotheses is
most tenable. Incidence and gender ratios are
unknown (Hynd & Willis, 1988).

Stenosis of the Aqueduct of Sylvius

Stenosis of the aqueduct of Sylvius refers to
the obstruction of the aqueduct and CSF circu-
lation. The aqueduct is the most commonly
blocked CSF pathway because it is the longest
and most narrowest (Friede, 1989). The block-
age can occur through the following four
mechanisms: (1) narrowing caused by congenital
factors; (2) a thin membrane lying on the aque-
duct; (3) narrowing resulting from pressure by
an adjacent tumor; and (4) a herniation of the
cerebellum and shifting of the fourth ventricle as
found in the Arnold—Chiari malformation
(Hynd & Willis, 1988).

Stenosis of the aqueduct of Sylvius is a
common cause of hydrocephalus. For example,
Elvidge (1966) found that of 44 hydrocephalic
children, 13 had aqueductal stenosis. In 100
cases of infantile hydrocephalus, Ford (1926)
found that 14 had aqueduct stenosis alone.

The symptoms of stenosis are those of
hydrocephalus. A study by Dennis et al. (1981)
revealed that the mean Full Scale I1Q of children
with aqueductal stenosis was 86.73, SD = 14.99,
which is slightly less than one standard deviation
below average intelligence. However, these chil-
dren had significantly better verbal than perfor-
mance skills as indicated by a 20-point discrepancy
between scale scores.

There are reports of several familial forms
of aqueductal stenosis (Bickers & Adams, 1949;
Drachman & Richardson, 1961; Edwards,
Norman, & Roberts, 1961; Shannon & Nadler,
1968; Warren, Lu, & Ziering, 1963). Incidence
and gender ratios are unknown (Hynd &
Willis, 1988).
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Abnormalities of the Neural Tube
and Fusion Deficits

Spina Bifida

Spina bifida has long been recognized and it
is thought that Hippocrates and medieval Arab
physicians noted the defect (Reigel, 1982). Itis a
defect that occurs because of the failure of the
caudal portion of the developing neural tube to
fuse properly (Hynd & Willis, 1988). The lesions
involve malformations of both the vertebral col-
umn and the spinal cord (Friede, 1989). Since
dermal development is related to neural tube
development, there may be associated malfor-
mations of the skin, vertebrae, and soft tissues
(Evans, 1987).

The degree of severity of spina bifida varies
with some cases being found incidentally and
others being associated with so many other
anomalies that it leads to early death (Hynd &
Willis, 1988). The most severe form is cranior-
achischisis totalis in which the nervous system is
completely open (Evans, 1987). Associated
anomalies include skeletal, gastrointestinal,
pulmonary, craniofacial, cardiovascular, and
genitourinary anomalies (Hynd & Willis, 1988).
Wiswell et al. (1990) reported that of 526 cases of
spina bifida, 22% had additional congenital
anomalies, of which gastrointestinal, genitourin-
ary, and cardiac malformations were most
common.

In spina bifida occulta, the neural structures
do not herniate and are covered by skin (Aicardi,
1992). The tissue over the lesion is often normal
and the defect is frequently discovered only inci-
dentally via X-ray (Hynd & Willis, 1988). There
may be one or more lesions and the defect may
be associated with lipoma, dimples, and conge-
nital dermis sinuses (Anderson, 1975; James &
Lassman, 1981). It is often asymptomatic, but it
may be accompanied by pain, foot deformities,
abnormal gait, abnormal reflexes, shortening of
one leg, and incontinence (James & Lassman,
1972). In this case, hydrocephalus is not an asso-
ciated problem (Aicardi, 1992). Individuals with
uncomplicated lesions have a slightly increased
incidence of occult intraspinal lesions (Reigel,
1982).

Spina bifida cystica involves a vertebral
defect and a visible cystic lesion on the back. In
myelomeningocele, part of the spinal cord is
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involved in the cyst (Friede, 1989; Hynd &
Willis, 1988). Eighty to ninety percent of the
lesions occur in the lumbrosacral region. The
lesion may not correspond with the bone mal-
formation (Friede, 1989). Aicardi (1992) distin-
guishes  between myelomeningocele and
myeloschisis in that in the former the lesion is
bulging while in the latter the lesion is flat.

Myelomeningoceles are associated with a
variety of neurological deficits particularly
when located in the lumbrosacral region. Defi-
cits may include unresponsiveness to pain and
temperature, incontinence, flaccid paralysis, and
weakness of the lower extremities. Foot defor-
mities may also co-occur (Friede, 1989). The
severity and location of the lesion determine
the pattern of deficits (Evans, 1987). Approxi-
mately 70% of children with myelomeningoceles
have the Arnold—Chiari malformation (Aicardi,
1992). Complications include meningitis, hydro-
cephalus, and pneumonia (Friede, 1989).

A variety of etiological factors pertaining to
maternal health have been suggested. These
include fevers, viruses, hormonal and ovulatory
changes, folic acid and zinc deficiencies, and
maternal diabetes (Friede, 1989; Hynd & Willis,
1988). Suspected teratogens include alcohol,
hypervitaminosis A, and valproic acid (an antic-
onvulsant) (Friede, 1989; Hynd & Willis, 1988).
There is also evidence that chromosomal anoma-
lies and genetic susceptibility sometimes play an
etiological role (Friede, 1989).

Screening for spina bifida can take place
prenatally through analysis of «-fetoprotein
(AFP) levels—preferably during weeks 16-18
of gestation. At this time, the levels in open
spina bifida pregnancies are usually four times
greater than in nonaffected pregnancies. Closed
lesions cannot be detected biochemically. Ultra-
sound can be used to identify the spina bifida
lesion (Wald & Cuckle, 1992).

The incidence of spina bifida varies by the
type of lesion. Since spina bifida occulta is asymp-
tomatic, it is difficult to ascertain its incidence.
Reigel (1982) has estimated that it may occur in
20-30% of the population but a true incidence
this high seems unlikely. In one study, 1172 rou-
tine radiological examinations of autopsied indi-
viduals revealed that 5% had spina bifida occulta
(James & Lassman, 1972). This latter estimate of
incidence seems more likely.

Alter (1962) reported the incidence of spina
bifida cystica to be 0.7 per 1000 live births.

Wiswell et al. (1990), in their 17-year epidemio-
logical study of U.S. Army hospital births,
reported an incidence of 0.68 per 1000 when
cases of spina bifida occulta and meningoceles
were excluded. They noted a significant decline
in the incidence of spina bifida among female
infants from 1971 to 1987.

There are significant geographic variations
in the incidence of spina bifida with the British
Isles having the highest incidence. India, China,
and parts of the Middle East are also high-risk
areas. In contrast, Japan, Hong Kong, and
countries in north and sub-Saharan Africa have
low rates (Little & Elwood, 1992a). However, in
the Wiswell et al. (1990) study, no geographic
variation for spina bifida was found. Several
studies have provided evidence that spina bifida
is less common in blacks than in whites (Little &
Elwood, 1992b). For example, Wiswell et al.
(1990) reported that white infants and infants
of other races were more likely to have spina
bifida than black infants. It is also more com-
mon among children born of low-socioeco-
nomic-status mothers and those at the extreme
ages for childbearing (Chervenak & Isaccson,
1989). There are also sex differences in spina
bifida with it being slightly more common in
females. Approximately 56% of individuals
with spina bifida in Canada and the United
States are females (Elwood & Little, 1992).

Cranium Bifidum and Encephalocele

Cranium bifidum is a fusion defect of the
skull that typically affects the midline sutures.
Lesions not containing tissue are called cranial
meningoceles and are rare (Aicardi, 1992;
Friede, 1989). Lesions that contain cerebral tis-
sue are referred to as encephaloceles (Friede,
1989). Approximately 10% of myelomeningo-
celes fit this description (Eckstein, 1983). They
are most frequently found in the occipital region
and are less commonly found in the frontal
region. Frontal encephaloceles typically involve
some frontal lobe tissues as well as olfactory
tissue (Friede, 1989). Lesions in the frontal and
nasopharyngeal regions are often associated
with holoprosencephaly, agenesis of the corpus
callosum, and ocular hypertelorism (Hynd &
Willis, 1988). Encephaloceles are rare at other
midline locations (Friede, 1989).

The extent of herniation is not necessarily
correlated with the size of swelling (Hynd &
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Willis, 1988). Encephaloceles are not usually
associated with a primary skin deficit although
ulcerated skin may develop. Tissue within the
encephalocele connects with usually just one cer-
ebral hemisphere through glial tissue. Encephalo-
celes affect the shape of the brain with the
attached hemisphere usually being smaller and
the contralateral hemisphere extending past the
midline. This sometimes distorts cranial nerves,
cerebral arteries, and the hypothalamus. Gyri
radiate from the site of the encephalocele and
the lateral ventricles are deformed (Friede, 1989).

Encephaloceles are sometimes associated
with agenesis of the corpus callosum (Friede,
1989). Wiswell et al. (1990) reported that 40%
of newborns with encephaloceles had additional
congenital anomalies. Among their sample, they
most frequently found multiple anomalies, cleft
lip and palate, and limb defects.

Hydrocephalus sometimes develops. Clin-
ical manifestations related to hydrocephalus
include mental retardation, ataxia, cerebral
palsy, epilepsy, and visual-perceptual problems
(Hynd & Willis, 1988). Of 45 patients with ence-
phaloceles and hydrocephalus described by
Lorber (1967), only 4 had IQs in the normal
range and only 20 survived. Surgery to remove
occipital encephaloceles somewhat improves
the prognosis. In one study that followed
patients approximately 9 years after the opera-
tion, 25 of 40 patients were still living and had
normal or near-normal intelligence (Mealey,
Dzenitis, & Hockey, 1970). Wilkins, Radtke,
and Burger (1993) described the case of a 36-
year-old woman with an anteroinferior tem-
poral encephalocele. She had a 23-year history
of simple and complex partial seizures which
were controlled after surgical treatment for the
encephalocele.

Encephaloceles are considerably more rare
than spina bifida. Friede (1989) cites the inci-
dence as 0.1-0.3 per 1000 live births. In the
Wiswell et al. (1990) study, the incidence for
live- and stillbirths was 0.14 per 1000. They
reported a significant reduction in incidence
among white females during the 17-year period
covered by the study. They also found that
among white infants, encephaloceles were more
common among females. This is consistent with
reports that the sex distribution of encephalo-
celes is similar to that of spina bifida cystica and
anencephaly (Friede, 1989).

Anencephaly

Anencephaly is a defect in which the vault
of the skull is typically missing and the midbrain
and forebrain consist of highly vascularized tis-
sue containing mainly glial and scattered neu-
rons (Friede, 1989; Hynd & Willis, 1988; Kolb &
Fantie, 1997). The face is grossly normal,
although the eyelids bulge and the nose is
enlarged. Cranial nerves can be identified from
the trigeminal down. Maxillofacial bones show
some deformity. The extent of the involvement
of the spine varies. Often there is abnormal ver-
tebral segmentation. The body is dispropor-
tional in that the neck is very short while the
upper extremities are large and long in compar-
ison with the lower extremities. The term
rachischisis is used to describe those severe
cases in which many spinal segments are
involved in an open defect at the back. This is
essentially the same as spina bifida but rachischi-
sis is the conventional term of choice.

Anencephaly is incompatible with life and is
estimated to account for 29.5% of all abnormal
stillbirths (Coffey & Jessop, 1957). Most infants
die minutes to hours (Hynd & Willis, 1988) or
weeks (Aicardi, 1992) after birth. McAbee,
Sherman, Canas, and Boxer (1993), however,
have described two infants with anencephaly
who survived for 7 and 10 months without pro-
longed mechanical ventilation.

In a case reported by Dyken, an anencepha-
lic male had spinal and brain stem reflexes,
hypertrophied muscles, rigid limbs, hypother-
mia, and suckling and swallowing reflexes. He
had no associated systemic abnormalities. He
died after 6 days and structures above the dien-
cephalon were not identified during the autopsy
(Dyken & Miller, 1980). In the study by Wiswell
et al. (1990), 20% of anencephalic infants had
additional anomalies. The most frequent
included multiple anomalies, cleft lip and palate,
and other neural tube defects.

Anencephaly can be diagnosed antemortem
through elevated maternal AFP levels. It results
from failure of the neural tube to form at
approximately the fourth week of gestation
(Friede, 1989). The cause of anencephaly is not
certain but several factors have been suggested.
Proposed etiological factors include maternal
diabetes (Gilles et al., 1983), trauma, radiation
(Rugh & Grupp, 1959), and hypervitaminosis A
(Brett, 1983). The recurrence rate is thought to
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be 1.9% and for mothers who have previously
had such a child increased consumption of folic
acid should be consumed prior to conception
through the first trimester (Jones, 1997).

The incidence of anencephaly is estimated to
be between 0.5 and 2.0 per 1000 births in the
United States and most of Europe. The incidence
is higher in Britain and lower in Africa, Asia, and
South America (Friede, 1989). In the Wiswell et
al. (1990) study, the incidence was 0.36 per 1000
live- and stillbirths. They also reported that it was
more common among females. This is consistent
with other research that has revealed a 3:1-4:1
female-to-male ratio (Jones, 1997). With longer
gestation periods, however, the proportion of
females decreases (Friede, 1989).

Hydranencephaly

Hydranencephaly is a deficit in which cystic
sacs containing CSF replace the cerebral hemi-
spheres as a result of massive necrosis. A thin,
translucent membrane containing attenuated
blood vessels makes up the walls of the sac. The
membrane lies adjacent to the dura mater. There
is usually some preservation of the thalamus,
brain stem, and basal ganglia. In some cases,
portions of the temporal and occipital lobes are
present (Friede, 1989).

Early in life it may be difficult to distin-
guish hydranencephaly from hydrocephalus.
The size of the head is usually not enlarged at
birth but it begins to grow at an abnormal rate
during the first weeks of life (Friede, 1989).
Deficits include feeding difficulties, atypical
eye movements, hypnoatremia, seizures, dys-
tonic posturing, persistence of primitive
reflexes, and disturbed thermoregulation
(Friede, 1989; Hynd & Willis, 1988).

Aylward, Lazzara, and Meyer (1978)
described the case of a hydranencephalic male
infant. As a newborn he was described as well
developed, irritable, and as having a high-pitched
persistent cry, primitive reflexes, and intact cra-
nial nerves. The only abnormal physical signs
were a slightly enlarged head and aberrant ocular
movements. He was assessed at 41, 42, and
48 weeks. The infant was able to habituate to
noise and light and was sometimes able to track
a high-contrast schematic face. The infant was
hyper-irritable and had difficulty attending to
social stimuli. However, he displayed some
socially appropriate automatisms in addition to

reflex automatisms. His motor activity displayed
a high number of spontaneous activities at a med-
ium speed and at a high level of intensity. He was
hypertonic and had poor head control. At
7 months, he was still alive.

In making the differential diagnosis
between hydrocephalus and hydranencephaly,
translumination of the head is an important clin-
ical feature although it is not always present.
EEGs may also be helpful since in most cases
of hydranencephaly electrical activity is absent.
Neuroimaging also contributes to the diagnostic
process (Sutton, Bruce, & Schut, 1980).

The necrosis of the hemispheres has been
speculated to result from infarction related to
vascular occlusion. This may occur through
mechanical problems such as umbilical cord
strangulation or through the secondary effects
of other etiological agents such as toxoplasmo-
sis or gas intoxication (Friede, 1989; Hynd &
Willis, 1988). There have been some reports of
blunt trauma to the abdomen during preg-
nancy (Friede, 1989). In addition, some famil-
ial cases have been reported (Aicardi, 1992).
Incidence and gender ratios are unknown
(Hynd & Willis, 1988).

Porencephaly

Porencephaly is a deformity in which there
is a circumscribed, large cystic lesion resulting
from necrosis. Here we will address those of
neurodevelopmental nature that occurred before
the appearance of adult hemispheric character-
istics. Thus, we exclude lesions occurring post-
natally or during the terminal stages of
pregnancy (Friede, 1989; Hynd & Willis, 1988).
This usage of porencephaly is synonymous with
schizencephaly, a term offered by Yakovlev and
Wadsworth (1946a,b).

The term porencephaly was first used by
Heschl (1859, 1868) who reported the case of a
26-year-old beggar who had symptoms similar
to cerebral palsy. Autopsy revealed that he had
an asymmetric skull which was thicker on the
left. He also had a large perisylvian cyst which
was in communication with the brain surface
and the lateral ventricles.

The defect may occur unilaterally but is
most often found bilaterally, typically in the
insula region. The neurodevelopmental nature
of the deficit is apparent because of minimal
scar tissue and the anomalies in adjoining cortex.
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The lesion is not space occupying so it does not
increase pressure. Often the septum pellucidum
is absent which allows better communication
between bilateral defects. Usually the thalamus
is small because of atrophy of thalamic projec-
tion nuclei, but focal lesions are typically not
found in the basal ganglia, cerebellum, or brain
stem (Aicardi, 1992; Friede, 1989).

Friede (1989) distinguishes between two
types. In the first type, polymicrogyria is asso-
ciated with the lesion. In the second type, poly-
microgyria is not present but the gyral patterns are
atypical, often radiating toward the defect. Often
the laminar architecture is disrupted.

Behavioral manifestations vary according to
factors such as the size of the lesion, location of
the lesion, amount of disturbance in surrounding
cortex, the extent that the cyst infiltrates the ven-
tricular system, and whether or not the lesions are
bilateral (Aicardi, 1992; Hynd & Willis, 1988).
Clinical features may include mental retardation,
epilepsy, cerebral diplegia, quadriplegia, macro-
cephaly, facial apraxia, and speech disorders
(Aicardi, 1992; Hynd & Willis, 1988). Some
cases may be discovered incidentally and are
largely asymptomatic. Life expectancy varies
according to associated complications.

The diagnosis of porencephaly is usually
made through neuroimaging but it may also be
detected by sonography. The diagnosis is usually
easy to make but in cases involving large cysts it
may be difficult to distinguish from holoprosen-
cephaly (Aicardi, 1992).

It has been suggested that porencephaly
results from an ischemic event, leading to necro-
sis, during the fifth fetal month. Aicardi (1992)
suggests that in porencephaly, the mantle is
damaged early and is inadequately repaired. In
association with the damage, neuronal migra-
tion is also disrupted. It is not certain if the
etiologies or time of injury for the two types of
porencephaly are different (Friede, 1989). There
have been a few reported cases of familial por-
encephaly with dominant inheritance (Aicardi,
1992). The incidence and gender ratios for this
disorder are unknown (Hynd & Willis, 1988).

Conclusions

In this chapter we have reviewed in some
detail the spectrum of neurodevelopmental
abnormalities including those that impact on

the bulk growth of the brain, dysplasias of the
cerebral hemisphere, malformations of the cere-
bral cortex, malformations associated with con-
genital hydrocephalus, and abnormalities of the
neural tube and fusion defects. As Crome (1960)
noted, however, over four decades ago, “it seems
likely that future refinements in techniques will
rise to the surface other, still submerged anoma-
lies” (p. 903). Advances in microimaging, stain-
ing, and in understanding the architecture of the
neurotransmitter systems will undoubtedly
improve our conceptualization of normality
and its neurological deviations.

Clearly, the seminal work of Galaburda and
his colleagues in articulating the neurodevelop-
mental pathology associated with developmen-
tal dyslexia deserves our attention (Galaburda et
al., 1985; Humphreys, Kaufman, & Galaburda,
1990; Rosen, Sherman, Richman, Stone, &
Galaburda, 1992). Their research demonstrates
not only that cytoarchitectonic anomalies are
associated with a syndrome long thought to
have a neurological etiology (Hynd & Cohen,
1983), but also the vast complexity of factors
that may produce some of the more subtle neu-
rodevelopmental anomalies found in disorders
of cognition.

Although this research and that of others is
profoundly exciting, caution against overinter-
pretation must always be kept in mind. There is
no one-to-one relationship between the beha-
vioral and cognitive symptoms we may see in
patients with developmental disorders and the
manifestation of neuropathology seen at post-
mortem. In disorders such as severe or profound
mental retardation there is almost always asso-
ciated neuropathology (Crome, 1960; Freytag &
Lindenberg, 1967); however, it is not unlikely
that in cases of dyslexia or congenital dysphasia
the anomalies occur only in the micro-structure,
if at all. It should be kept in mind, for example,
that the IQs of the patients studied at postmor-
tem by Galaburda et al. (1985) ranged from 88 to
117. Thus, if one were to generalize, it might be
said that the more severe the neurodevelopmen-
tal pathology, the more serious the impact on
widely distributed functional systems (such as
porencephaly), but the more focal the pathol-
ogy, the more likely the effects will be negligible
or more specific to the functional system
disrupted.

Science is rarely without an agenda. Thus, it
would serve us well to recall that it was less than
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100 years ago that neuroanatomists attempted to
quantify the relationship between intelligence
and the estimated number of neurons in the
brain (Gould, 1981). Unfortunately, some of
these scholars were guided by racial preconcep-
tions and an agenda that precluded objective
inquiry. If anything is evident from our more
refined understanding of how the brain grows
and develops, it is that alterations occurring at
specific stages of CNS development are likely to
produce well-documented abnormalities. What
is less clear is what causes the deviations to
occur, but it seems evident that the etiology of
many, if not most, of these disorders is multi-
factorial (e.g., genetic, environmental, vascular).
Continued neurobiological research will serve to
disentangle these complex relationships, and it
can be presumed that neuropsychological
research will equally contribute to a better con-
ceptualization of the cognitive and behavioral
effects of these neurodevelopmental anomalies.
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Pediatric Brain Injury: Mechanisms

and Amelioration

LISA D. STANFORD anp JILL M. DORFLINGER

Little has changed regarding the mechanisms of
pediatric traumatic brain injury (TBI) since the
first publication of this chapter. However,
increased awareness of the unique nature of
pediatric TBI and greater need for intervention
in this special population warrant a more con-
temporary consideration of this topic. Several
recent outcome studies have specified a distinct
course of brain injury in the young pediatric
population relative to school-aged children and
adults. Additionally, there has been a greater
push to understand the long-term cognitive and
behavioral outcome of pediatric TBI as more and
more children with brain injuries enter the school
environment and require more specific recom-
mendations to address their unique educational
needs. Thus, the purpose of this chapter is not to
provide a comprehensive review of the neuropsy-
chological literature in the area of pediatric brain
injury, but to offer a description of the unique
mechanisms of and issues pertaining to TBI in
young children. These include the typical neuro-
developmental and neuropsychological sequelae
associated with pediatric TBI, as well as the pre-
existing factors and interventions that impact the
outcome of brain injury in these children. Such
mechanisms are influenced by age of injury, type
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of injury, time since injury, and age at outcome
testing (Dennis & Barnes, 1994; Taylor & Alden,
1997), as well as the epidemiologic issues that
contribute to the nature of the injury and the
specific characteristics of the individual who sus-
tains that injury (individual buffers/lower thresh-
olds). Amelioration of the injury, which has in
many reviews been focused largely on rehabilita-
tive techniques of a formal nature, is discussed in
the broader context of cognitive and behavioral
profile, psychological and educational interven-
tions, and family-based activities in order to pro-
vide an overview of these issues in a practical way.

The chapter begins with a discussion of the
physiological, epidemiological, and psychological
mechanisms that are associated with pediatric
brain injury and characterize the child who suffers
the brain injury. Discussion emphasizes the unique
nature of brain injury in young children as it differs
from that typically occurring in brain injury of
adolescents and adults. Finally, a description of
the impact of pediatric TBI on neurodevelopmen-
tal and neuropsychological functioning and
recommendations for how these deficits should
be addressed within the home and school environ-
ment to meet the unique needs of these children
and their families are offered.

Epidemiological Mechanisms

According to the Center for Disease Con-
trol estimates of TBI in the United States
(20006), approximately 475,000 TBIs per year
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occur among children of ages 0-14 years. In
children aged 0-4 years, 1120.7 per 100,000
sustain TBIs each year, and 659.3 per
100,000 TBIs occur in children aged 59
years. Emergency department visits account
for more than 90% of the TBIs in the younger
age group. It is the leading cause of death and
disability in children under 25 years of age,
with over 17,000 children per year sustaining
permanent injuries each year (Kraus, 1995;
Langlois, Rutland-Brown, & Thomas, 2005).
Falls are the leading cause of TBI with rates
highest for children of ages 0—4 years. Despite
the high incidence of pediatric TBI, many
national registers who track pediatric TBI
and research populations are confounded by
varying methods in determining the severity of
injury. These confounds lead to less clear rates
as to how many children per year suffer mild
versus moderate versus severe brain injury and
the outcome associated with severity of injury
for those not classified as severe. Also compli-
cating the classification of severity is that
brain injury in very young children (i.e.,
under age4) does not necessitate loss of con-
sciousness for severity of injury, clinical signs
are unreliable at this age, asymptomatic brain
injuries occur more frequently, and the inci-
dence of skull fracture from minor impact is
greater due to the growing calvarium and
immature brain (Hebb, Clarke, & Tallon,
2007). Significant radiologic findings (i.e.,
skull fractures) are not always predictive of
severity nor outcome in young children, and
young children have a lower physiologic
threshold for loss of consciousness than adults
(Bruce et al., 1997). In the emergency depart-
ment, infants and children under 2 years of
age do not always show clinical signs of
brain injury (e.g., vomiting, loss of conscious-
ness), despite neuroradiologically confirmed
injury (Greenes & Schutzman, 1999). Pediatric
TBI has also been associated with unique

injury mechanisms not routinely seen in
adults, such as diffuse cerebral swelling
(Levin et al.,, 1992; Zwienenberg &

Muizelaar, 1999), as well as increased excito-
toxicity and apoptotic neuronal death (Bauer
& Fritz, 2004; Kochanek, 2006). Thus, classi-
fication of severity for mild and moderate
injuries is difficult at a young age, and several
studies have presented guidelines for assessing
severity and for treatment following TBI in

the very young (Hebb et al., 2007; Schutzman
et al., 2001). Children with TBI under the age
of 2 years can be stratified into groups based
on their risk for intracranial injury. Children
in the high-risk group for intracranial injury
include those presenting with depressed mental
status, signs or symptoms of a depressed or
basilar skull fracture, seizure, irritability, acute
skull fracture (<24 h), bulging fontanel, signif-
icant or prolonged vomiting (greater than five
times or lasting longer than 6h), and loss of
consciousness longer than 1 min. Head CT is
indicated to expediently identify any intracra-
nial injury, although risk for further vascular
injury is greater in these young children as
they require sedation for imaging.

Difficulty assessing parameters of injury
severity in the young patient is also complicated
by poor witness account of loss of consciousness
(especially if the perpetrator is the witness),
inability to assess amnesia in a child whose lan-
guage is limited or is pre-language, and different
expression of injury. The Glasgow Coma Scale
(GCS; Teasdale & Jennett, 1974 — Yeates book
chap. 5) requires modifications to account for
assessment of injury to a child who is nonverbal
(i.e., nonverbal, developmentally delayed or too
young to yet be speaking) such as the Child
Coma Scale (CCS; Hahn et al., 1988; James,
1986), Children’s Coma Scale (Raimondi &
Hirschauer, 1984), or the Adelaide Pediatric
Coma Scale (Reilly, Simpson, Sprod, & Thomas,
1988; Jaffe & Wesson, 1991). These scales alter
the scoring for “best verbal response” in the
nonverbal child to better capture the contribu-
tion of behavioral findings to severity index.

Verbal child’s best
verbal response

Nonverbal child (GCS) Score

Smiles, oriented to sound, Oriented and 5
follows objects, interacts converses

Consolable when crying Disoriented and 4
and interacts converses
inappropriately

Inconsistently consolable Inappropriate 3
and moans; makes vocal words
sounds

Inconsolable, irritable and Incomprehensible 2
restless; cries sounds

No response No response 1




However, even uninjured children under 5 years
of age may have lower scores than adults because
of reduced best verbal and motor responses
(Jaffe & Wesson, 1991). Thus, typical para-
meters for defining severity including length of
loss of consciousness, GCS score, and amount of
post-traumatic amnesia are complicated in
young children due to the different expression
of injury, lack of language to follow commands
or produce a verbal response, contribution of
age at injury, premorbid skills level, and varia-
bility of event accounts.

Physiological Mechanisms

Pediatric TBI also differs from TBI in
adults due to cause of injury, biological prop-
erties of the pediatric brain and skull, and
levels of functional expectations. The pattern
of the causes of head injuries along the lifespan
parallels developmental milestones (Eisele, Keg-
ler, Trent, & Coronado, 2006; Langlois, Rut-
land-Brown, & Wald, 2006; Rutland-Brown,
Langlois, Thomas, & Xi, 2006). Irrespective of
cause, males are more likely than females to
sustain a TBI, and this ratio becomes more dis-
parate with increasing age (Bruns & Hauser,
2003; Kraus, 1995). Most head injuries in chil-
dren under age 2 are due to the actions of
another person (e.g., being dropped) or to
trauma during birth. As children become more
independent in their mobility, there is an
increase in head injuries due to falls and then
to sports-related activities. There is another
spike in head injuries when adolescents begin
to drive motor vehicles. Violent trauma and
motor vehicle accidents are other causes of
head injury in children that tend to increase in
incidence with age. Some studies show that
African American children and those younger
than 4 years have higher rates of TBI and are
more likely to be hospitalized (Langlois,
Rutland-Brown, & Thomas, 2005; Levin et al.,
1992). Still, most pediatric TBIs tend to be mild
(Atabaki, 2007, Keenan & Bratton, 2006;
Kraus, 1995). When severe TBI in children
does occur, it is most often associated with
child abuse, gunshot, or motor vehicle accident
(Kraus, 1995; Thurman, Alverson, Dunn,
Guerrero, & Sniezek, 1999).

There can be focal and/or diffuse injury
mechanisms with a pediatric TBI. Focal
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mechanisms are mostly due to penetrating head
injuries that involve disruption of the skull and
dura mater and cause localized brain damage at
the site of penetration. Diffuse mechanisms are
associated with closed head injuries, which are
due to rapid acceleration, deceleration, or rota-
tion of the head. Closed head injuries lead to
widespread cerebral damage in addition to focal
lesions in the anterior aspects of the brain (Levin
et al., 1993, 2006). The neurological phenomena
following TBI may include diffuse cerebral
edema, increased cranial pressure, ischemic
brain damage, hemorrhagic brain damage, or
axonal stretching, tearing, or shearing. When
axonal or neuronal injury occurs, there is primary
axotomy (less frequent than originally proposed),
delayed axotomy (affected axons become lobu-
lated between 6 and 12h after injury), and sec-
ondary axotomy (24-72h after injury with
Wallerian degeneration) (Povlishock, Erb, &
Astruc, 1992; Trivedi et al., 2007). Later onset
or secondary neurological processes of a pediatric
TBI may include post-traumatic hydrocephalus
or seizures, which further changes the trajectory
of recovery, development, and outcome in the
young child.

Since the injury mechanisms in pediatric
closed head injuries are usually diffuse, the
effects are global and produce a common clinical
presentation. However, there is an overlaying
effect of neurodevelopment, which is not a factor
when evaluating adults with a TBI (Benz, Ritz, &
Kiesow, 1999; Taylor, 2004; Taylor & Alden,
1997). Studies of recovery following experimen-
tally induced lesions in monkeys led to the
notion called the Kennard Principle because
the younger monkeys generally recovered
motor function better than the adult monkeys
(Kennard, 1940, 1942). However, ensuing
research has shown that the immature brain is
actually more susceptible to injury because of its
biomechanical properties (Bauer & Fritz, 2004;
Kochanek, 2006). For example, the bones of an
infant are elastic and vacuous and become pro-
gressively rigid with maturation. The bones in
the skull are also initially separated by fibrous
tissue leaving open fontanelles (i.e., “soft spot™)
and unfused sutures (Gray, 1918). The water
content of the brain starts out relatively high
and becomes lower as myelination increases in
later childhood and adolescence (Bauer & Fritz,
2004; Durston et al., 2001), thus reducing the
buffer for more sophisticated tissue.
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Anatomical differences at different stages of
development contribute to the variations in
clinical presentation after a head injury. In
contrast to the Kennard Principle, which
assumes that younger brains are more apt for

neuroplasticity and will therefore recover func-
tion better, Hebb (1942) proposed a hypothesis
that postulated progressive and global cogni-
tive impairments following early brain injury.
Hebb’s (1942) hypothesis has been supported



by years of clinical and research experience and
is more parsimonious with the biomechanical,
experiential, and developmental differences
between children and adults. For example,
research and clinical findings have demon-
strated that experimental lesions in early life
are associated with neural regeneration, but
there is also creation of many aberrant and
dysfunctional pathways (Schneider, 1979).
Neuroimaging studies have offered additional
information about brain volumetrics, regional
morphometry, and disruption of myelination
following TBI in the young child. There are
also long-term neuropathological changes fol-
lowing pediatric TBI, such as reductions and/
or alterations in cerebral white matter (Tasker,
2006; Tasker et al., 2005; Wozniak et al., 2007)
and grey matter (Wilde et al., 2005). Wilde
et al. (2005) noted that whole brain volumes
were significantly reduced, the majority of
lesions were in the frontal regions, anterior
grey and white matter volumes were smaller,
cerebrospinal fluid was increased, and there
was a trend toward decreased volumes in pos-
terior regions in children with TBI compared
to controls. In another study, corpus callosum
lesions were greatest in the posterior body and
the splenium, significant reductions in the size
of the corpus callosum were seen, and total
corpus callosum area size was related to GCS,
and these changes were still apparent 3 years
post-injury (Levin et al., 2000). As diffusion
tensor imaging (DTI) is used more consistently
in outcome studies, more will be learned
regarding changes in the development of
white matter over time in young children who
have suffered TBI.

As the direct impact of early TBI on devel-
opmental trajectories is unknown, long-term
studies have focused on neuropsychological
outcomes including general cognitive abilities,
executive functions, psychosocial outcome, and
moderators of outcome. The unique character-
istics of younger children (i.e., less than 7 years
of age) and even more specifically those chil-
dren less than 2 years of age who have sus-
tained acquired brain injury (inflicted and
accidental) have more recently been the focus
of longitudinal outcome research (Anderson &
Yeates, 1997; Anderson, Catroppa, Morse,
Haritou, & Rosenfeld, 2005). Outcome studies
of early childhood TBI (i.e., injury sustained
between ages 2 and 7) have indicated a
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relationship between injury severity and neuro-
behavioral functioning, with early vulnerability
even when preinjury variables (e.g., age at
injury, adaptive functioning, SES, family func-
tioning) are moderated (Anderson et al., 1997).
As expected, the most severe and persisting
deficits were associated with those younger
children who suffered the most severe injuries.
A recent study examined preschoolers who had
sustained TBI prior to age 2 and compared
them to controls on measures of cognitive
development and adaptive behavior (Keenan,
Hooper, Wetherington, Nocera, & Runyan,
2007). Results indicated that a majority of the
children who sustained early TBI (both
inflicted and accidental) were more than one
standard deviation below average on measures
of cognitive ability and adaptive behavior.
Additionally, those with inflicted injuries
showed greater deficits in comparison to both
those with accidental injuries and controls after
controlling for socioeconomic status. Income
level, higher GSC scores, absence of seizures,
and high social capital were associated with
better outcomes. Studies involving unilateral
lesions in young children support adverse
effects of these lesions on later developmental
functioning consistent with side of lesion
(Bates, Dale, & Tahl, 1995; Eisele & Aram,
1995 — refs in Taylor & Alden, 1997, JINS
article), although there is evidence of consider-
able sparing. Other studies have indicated
recovery profiles in young children who do
not conform to those typically seen in older
children and adults (i.e., greatest recovery of
deficits in the acute period to 12 months post-
injury), but are more dependent on injury
severity (Ewing-Cobbs et al., 1997). Impair-
ment that was present in younger children in
the acute phase persisted at 1 year post-injury.
Additionally, declines in functioning over age
were interpreted to reflect both the lack of
progress in skill development relative to peers
and greater difficulties in higher level skills or
later executive dysfunction in children who sus-
tained brain injuries at younger ages. Develop-
ment, including cognitive and academic, is
more adversely affected when the child is
younger at the time of injury (Taylor &
Alden, 1997). Thus while there is great poten-
tial for early brain reorganization, this comes
at a long-term developmental cost.
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Psychological Mechanisms

The third mechanism that needs to be under-
stood when discussing pediatric head injury is the
mechanism of psychological competence. The
mechanism of psychological competence includes
pre- and post-brain-injury social integration,
family tolerance, school performance, and neuro-
cognitive function and dysfunction, which con-
tribute to and directly interact with other
variables that are generally described as contri-
buting to outcome. Describing mechanism in a
manner that merges the purely mechanical, the
environmental, and the inter- and intrapersonal
makes it clear that pediatric TBI must be under-
stood as a continuum, in context, and as a con-
tinuous work in progress.

The finding that head injury is not random
is now widely accepted, and Rutter (1981) was
very probably the first to carefully spell out the
implications of premorbid characteristics and
behavior to post-head-injury problems. Parents
burdened with the trauma of a severely injured
child are understandably reluctant to grapple
with their and the child’s contribution to this
injury, especially when this contribution appears
terribly indirect. Nevertheless, Rutter found a
strong relationship between children’s preinjury
behavior and psychiatric and other difficulties
1 year and further post-head injury. A major
study on mild TBI in children (Asarnow et al.,
1995 — Peg’s book intro) showed that children
with TBI had an increased number of behavior
problems prior to injury in comparison to chil-
dren with other injuries and controls. This study
supported earlier hypotheses that children with
more behavioral problems were at heightened
risk for accidents and TBIs (Brown, Chadwick,
Shaffer, Rutter, & Traub, 1981). A longitudinal
study by Bijur and colleagues (1990, 1995 — Peg)
also found that children with TBI showed more
premorbid aggression and hyperactivity, and the
mothers of children with TBI reported more
symptoms of depression relative to the mothers
of controls. It is therefore important that all
understand that children with preinjury beha-
vioral difficulties are at greater risk for TBI.
Understanding the nature of pre-head-injury
risks provides substantial prognostic informa-
tion and informs the design of a treatment pro-
gram that attends to appropriate variables that
may not be apparent immediately following a

brain injury. It is important to incorporate
family functioning issues, and to understand
that families of head-injured children may
bring with them greater numbers of difficulties
in coordinating the type of integrated effort
needed to address their child’s needs.

Although family-oriented research dealing
specifically with adjustment to a brain-injured
child is limited, several studies based on families
of adults with TBI, as well as families with other
chronic illness and disabilities, suggest that
families go through several stages of adaptation
(Blacher, 1984; Drotar, Baskiewicz, Irvin,
Kennell, & Klaus, 1975; Lezak, 1986; Waaland &
Kreutzer, 1991). After the initial period of shock
and disbelief, the family is thankful for the
patient’s survival and anticipates recovery
within the first year. Confusion and anxiety
begin to set in as the recovery slows, and lack
of motivation and uncooperativeness in the
patient are viewed as impediments to recovery.
As expectations for recovery diminish, feelings
of depression surface, and a mourning process
begins. In the final stages, the family comes to
accept the permanence of the disability. It is at
this time that family can benefit the most from
strategies and planning for the patient’s future
adjustment. The availability of appropriate sup-
portive and therapeutic resources at this time is
critical to family adjustment outcome.

In the context of pediatric brain injury, chil-
dren and families go through similar phases that
mirror the recovery pattern. Initially, physical
concerns such a motor weakness and sensory
impairments are the focus of treatment. Once
the more significant cognitive deficits resolve
and after the initial rapid recovery period, par-
ents may become frustrated by the slowing of
progress, and residual behavioral and more
subtle cognitive deficits become the focus of
attention (Semrud-Clikeman, 1991). Behavioral
and personality changes after brain injury are
among the family’s most serious concerns (Ball &
Zinner, 1994; Bond, 1983; Lezak, 1986;
McKinlay & Hickox, 1988) and produce the
greatest amount of stress on the family
(Brooks & McKinlay, 1983). Family members
struggle with responding to the new behaviors
of their brain-injured child while experiencing a
strong sense of loss for the child they once knew.
It is as if a new person has been added to the
family, and their grief often resembles the
bereavement associated with the actual death



of a child (Ball & Zinner, 1994). Poor fit can be
as devastating as poor capacity. A child with
limited abilities in an environment with limited
expectations may be quite well integrated, and a
child with substantially better but yet imperfect
abilities may well be seen as having sustained an
intolerable loss in environments where signifi-
cantly more stringent demands for particular
types of performance pervade. The ability of an
environment to adjust to change in a child is
multifactorial, and yet far more crucial to the
satisfactory nature of outcome than any identifi-
able single intervention strategy per se. There-
fore, intervention strategies aimed at increasing
the malleability of the environment are far more
functionally oriented than intervention strate-
gies aimed at improving the actual capacity of
the child.

Other areas of familial concern include
financial hardship, lack of support from the
community of health services, decreased com-
munication and cohesiveness among extended
family members, and lack of services for transi-
tions back to school (DePompei & Zarski, 1989;
Waaland & Kreutzer, 1991). The worsening of
premorbid tendencies, especially those already
having been found to produce difficulties, either
academically, behaviorally, psychiatrically, or
otherwise, is easy to predict, but all too seldom
the focus of early intervention activities.
Neuropsychological referrals, even less common
in children than adults, should be more frequent
and be part of the overall secondary and even-
tually tertiary preventative efforts of any head
injury treatment program (Boll, 1983). Many
patients with head injury are substantially more
sensitive to the effects of alcohol than they were
prior to their head injury. Alcohol use is sub-
stantially associated with additional head inju-
ries, noninjuring accidents, and aggression of all
sorts, not limited to the marital relationship.
Therefore, individuals who have sustained a
head injury in childhood are not only more at
risk for other difficulties but also more suscepti-
ble to future risk factors, such as alcohol use.
Furthermore, individuals with head injuries who
have sustained cognitive compromise may be
more inclined to experience occupational and
educational difficulties, rendering them perma-
nently in lower socioeconomic strata, further
exacerbating difficulties, frustrations, and cop-
ing complications in an already compromised
organism. Such an individual, then, significantly
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brain injured at an early age, carries with her or
him substantial and continuing risk factors that
must be contended with in a variety of ways.
This can only be accomplished through appro-
priate treatment approaches that sustain contact
with this individual and her or his support sys-
tem, and provides sufficient types of support to
attend to these issues as they occur on a devel-
opmental basis throughout the life span.

Each of these challenges, and the demands
to understand the multifaceted etiology of diffi-
culties secondary to TBI, argue convincingly for
the role of psychological treatment for the
family, including siblings, and occasionally
even more extended family members, as well as
for the patient. The patient may not be in an
adequate position to receive benefit from direct
treatment because of cognitive and emotional
impairments on a neurological basis. Even
when the patient is perfectly capable of carrying
on full involvement in psychological treatment,
however, his or her symptom picture does not
affect the patient alone. Rather it has substantial
influence on his or her entire environment.
Therefore, treatment for the family has many
foci. One focus, of course, is to help in the overall
treatment programing and provision of aid for
the TBI survivor. To understand the nature of
the condition, anticipate difficulties that will
occur, make preparations, and make alterations
within the family to cope with these changes are
critical responsibilities that are very difficult to
meet without professional help. A second focus
is the stress that these demands place on family
members. Stresses in marital and sibling rela-
tionships, unevenness in care demands, drains
on financial and temporal resources, and
changes in life pattern and style often produce
significant emotional reactions in family mem-
bers, even when the necessity for them is clear
and the cause well understood. Being deprived of
a previously well-established lifestyle, devoting
resources to medical treatments rather than
family vacations, turning part of the home into
a rehabilitation environment instead of a recrea-
tion room, and having a sibling who is no longer
fully presentable under a variety of social cir-
cumstances is something that certainly can chal-
lenge the coping capacity and reservoir of
goodwill of even the most well-adjusted child
and adolescent sibling, not to mention the par-
ents. The way in which a family copes with these
difficulties can, in some instances, determine the
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overall outcome and satisfactory adjustment,
not only of the survivor but of the entire family.

Several studies examining preinjury familial
differences relative to the general population
have found increased psychopathology, fewer
social advantages, lower SES, and greater mar-
ital instability (Klonoff, 1971; Rutter,
Chadwick, Shaffer, & Brown, 1980). Psychoso-
cial outcomes of pediatric TBI are mediated by
these same variables: family stability, parental
mental health, and socioeconomic status
(Brown et al., 1981). Not only the family is
affected by the TBI in a child but the family
environment affects the child’s psychological
response to and adjustment following injury.
Thus, poor availability of social support, limited
financial resources, and long-standing difficulty
coping with family stressors may inhibit the
opportunity for adjustment to a family mem-
ber’s brain injury and recovery of that injury
on the child’s later functioning.

In addition to being a direct consequence of
TBI, changes in social, emotional, and beha-
vioral functioning may create problems over
time in response to increased personal awareness
of deficits. Children may engage in dangerous or
risk-taking behaviors as a form of denying defi-
cits (Barin, Hanchett, Jacob, & Scott, 1985) or in
response to an inability to recognize cognitive,
behavioral, and physical risks and limitations.
Disinhibition, impulsivity, aggressiveness, and
irritability may make maintaining previous
social relationships difficult or prevent a child
from establishing new relationships (Barin et al.,
1985). Old friends may lose patience or interest
in coping with the multifaceted changes that
have occurred in their friend who has suffered a
TBI. This creates a sense of isolation and aliena-
tion for the child who can no longer function in
the manner that her or his friends had come to
expect. For adolescents, there is often a sense of
dependency on caretakers at the very develop-
mental stage when issues such as identity and
autonomy become most salient (Barin et al.,
1985; Lehr, 1990).

Intervention programs should help the child
recognize, understand, and learn to compensate
for his or her deficits. A child with brain injury
may need to experience the consequences of his
or her behavior several times before generaliza-
tion and learning will occur (Barin et al., 1985).
Modeling the appropriate behavior, maintaining
consistent and explicit behavioral directives,

using time-out, and reinforcing compliance
behaviors combined with continuous feedback
and cues are appropriate and effective techni-
ques (Divack, Herrle, & Scott, 1985). Inclusion
with other children with similar difficulties
through participation in support groups for chil-
dren with TBI provides opportunities for learn-
ing new behavior while decreasing the child’s
sense of social isolation. Finally, and of most
importance, education of school personnel,
family, and friends will often provide an appre-
ciation for the child’s difficulties, and allow for
more adaptive responses to inappropriate beha-
vior and disruptive social skills. This is most
important because the child’s outcome is depen-
dent on the environment’s ability to provide the
physical, social, emotional, and educational
support.

Neuropsychological/Neurodevelopmental
Assessment

Many pediatric head injuries are mild and
may not require a comprehensive neuropsycho-
logical evaluation. An evaluation is warranted if
there are persisting deficits that are affecting the
child’s level of functioning. Therefore, neurop-
sychological evaluation is most helpful and most
common in the rehabilitation and educational
planning of a child who sustained a moderate
to severe TBI and only occasionally in a child
who sustained a mild TBI. However, it is impor-
tant to consider that children may not show
deficits immediately following their head injury
but may develop difficulties over time as the
demand for new skills emerges (Gronwall,
Wrightson, & McGinn, 1997; Taylor & Alden,
1997).

The neuropsychological and behavioral
sequelae of pediatric brain injury has been
reviewed extensively in the literature (Arffa,
1998; Ryan, LaMarche, Barth, & Boll, 1996),
and there are multiple book chapters dealing
with the consequences of pediatric head injury
(Yeates, 2000, chap. 5; Baron, Fennell, &
Voeller, 1995). Pediatric TBI has been associated
with deficits in virtually every area of neuropsy-
chological inquiry, and a thorough review of
each neuropsychological domain is beyond the
scope of this chapter. It is helpful to consider the
mechanisms of injury and whether the injury was
inflicted or accidental (Arbogast, Margulies, &



Christian, 2005; Beers, Berger, & Adelson, 2007,
Hymel, Makoroff, Laskey, Conaway, & Blackman,
2007; Keenan, Runyan, Marshall, Nocera, &
Merten, 2004) when evaluating the current func-
tioning and prognosis of a child who sustained a
TBI. Since the child’s level of neurodevelopment
interacts with the cause, mechanism, and level of
expectations, it is also imperative to include the
child’s preinjury level of neurodevelopment in
the neuropsychological evaluation, in order to
judge if the child’s neuropsychological profile is
consistent with a TBI. Once the child’s pre-exist-
ing neurodevelopmental status and injury
mechanisms have been considered, there are
some general principles in the neuropsychologi-
cal profile of pediatric TBI.

In concert with age and time-related factors
in pediatric TBI, there is a hierarchy of neurop-
sychological domains that are most likely to be
affected. For example, a typically developing
preschool child is just learning to use language,
has a limited skill set, and has limited behavioral
control. A brain injury during the preschool
years would interrupt the neural systems that
are currently in active development. This is why
intelligence, language skills, and motor skills are
more likely to be negatively affected after a TBI
in younger (i.e., preschool) children than in older
children and adults. In addition, and in accor-
dance with Hebb’s (1942) hypothesis, an injury
to an immature brain alters the development of
the neural substrates that build upon those used
for pre-existing skills or for brain areas that
integrate information. This is why processing
speed, sustained attention, and executive func-
tioning skills are also frequently affected by a
TBI. Since higher order skills emerge with devel-
opment and maturation, deficits in these areas of
integrated processing or executive functioning
may not be observed until several years follow-
ing a TBI in a preschool child. In contrast, a TBI
sustained by an older child of 10 would present a
different scenario. A child of 10 is not likely to
have a language deficit upon neuropsychological
testing unless the TBI was severe or localized to
language areas in the brain. A TBI of compar-
able severity in a 10-year old, however, would
likely show deficits in sustained attention, pro-
cessing speed, and behavior regulation as promi-
nent neurobehavioral symptoms shortly after
the injury.

Taking into consideration the mechanisms
of injury and the relationship of these
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mechanisms with neurodevelopment, the assess-
ment of a child with TBI should be comprehen-
sive. Since the pediatric neuropsychologist does
not usually have data about the child’s preinjury
level of functioning, a comparison of the child’s
performance across and within neuropsycholo-
gical domains will help guide interpretation of
neuropsychological performance and the plan-
ning of treatment and educational goals. Speci-
fically, a measure of intellectual function should
be administered to assess the child’s ability level
in verbal and visual domains in addition to their
processing speed and immediate attention abil-
ities relative to other children their age.
Academic achievement measures should be
administered because a child’s primary area of
functioning and responsibility is his or her
school work. Assessment of academic skills is
necessary to create an appropriate educational
plan and to ensure that the child is learning in
school. Mecasures of attention are also very
important because this may be a primary area
of deficit that may be apparent with or without
deficits in other domains. Learning and memory
abilities for visual and verbal information should
be incorporated in the assessment battery in
order to evaluate how the child is best able to
learn new information. Elements of language
and motor skills should be assessed in order to
consider the child’s foundational level for multi-
level and complex tasks. Executive functioning is
a skill area that is most likely to relate to the
child’s level of functioning in day-to-day life and
his or her long-term success. Executive function-
ing skills are difficult to assess in young children
because these skills either have not developed or
are not required for their typical level of func-
tioning. This is also an area that is particularly
important to monitor over time because deficits
may emerge as environmental demands increase.
While preschool children are not expected to
plan their homework schedule, this is required
to be successful in middle and high school. Emo-
tional and behavioral changes, such as mood
dysregulation, depression, irritability, poor
social skills, oppositional behavior, or impulsiv-
ity are common following a TBI in adults or
children and often are severe enough to warrant
a diagnosis of a psychiatric disorder (Shaffer,
1995); therefore, incorporating measures of
mood and behavior will help provide informa-
tion about the child’s ability to function in daily
life and interact with his or her peers. For
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younger children, the focus is on acquisition of
skills (i.e., motor, language, socialization, adap-
tive), relationship of skills to expected develop-
ment, caregiver and child interactions, and
behavioral tolerance for a novel setting and for
transitions between activities. While attention
span and impulse control can be assessed relative
to developmental level, executive functioning is
much more complicated, and few measures ade-
quately address this issue in the assessment of
very young children.

School-Related Issues

With the revision of Public Law 94-142
(Individuals with Disabilities Education Act
[IDEA], Federal Register, 1990 — Peg’s book
chap. 5), children with TBI are now classified
and their education services funded under the
Special Education disability category of Trau-
matic Brain Injury. Historically, they were served
under less specific categories such as learning
disabilities, orthopedically handicapped, mental
retardation or other health impairment (OHI).
According to the educational definition for TBI
as set by the Code of Federal Regulations Part
300 (1993 — Peg #5), the acquired injury must be
the result of external force, result in total or
partial functional disability, and adversely affect
the child’s educational performance. Areas of
impairment are defined as cognition, language,
memory, attention, reasoning, abstract thinking,
judgment, problem solving, sensory/perceptual,
and/or motor abilities, psychosocial behavior,
physical functions, information processing, and
speech. Given the broad nature of areas that need
to be addressed within the school environment,
results of a comprehensive neuropsychological
evaluation can inform the Individual Education
Program (IEP) document, and consistent follow-
up evaluations can contribute to the dynamic
nature of the IEP process as the deficits change
over time as a result of recovery, maturation, and
increased demands.

Several factors have been established as
conducive to improved transition back to school
and better outcome. These include but are not
limited to teacher qualities, peer interactions,
and school environment (Farmer & Peterson,
1995 — Peg #5). A teacher who is accepting and
flexible and who has an awareness of the varia-
bility and complexity of deficits associated with

pediatric TBI can facilitate the child’s reentry
into school and promote new learning. Being
open to re-evaluation of his or her techniques
in dealing with these unique students, varying
the presentation of materials (i.e., multisensory
learning), and a willingness to maintain open
communication with both school-based and pri-
vate therapists are critical aspects to effectively
teach a child with TBI. Use of actual classroom
materials in therapies will further reinforce the
generalization of skills learned in the classroom.
Task analysis is one of the first steps in effec-
tively addressing the needs of student with TBI.
A teacher who is able to determine which skills
remain from preinjury functioning, which skills
have been lost, and the difficulty associated with
learning new skills and applying them to pre-
viously learned skills will greatly enhance the
adjustment back to school for a child following
TBI. Re-teaching underlying skills before
emphasizing content is particularly important
as are opportunities for hands-on and experien-
tial learning. Facilitating healthy peer interac-
tions, educating classmates about TBI, and
participating in collaborative peer work groups
allow a child to transition more easily into a peer
group that may expect the child to be the same as
before the injury or may not know how to react
to any noticeable changes. The school environ-
ment must also be accepting, modified for the
physical needs of the child with TBI, promote
communication among staff members, parents,
and community, and be open to learning about
the special needs of children with TBI.

Children with TBI show a unique pattern of
cognitive and behavioral deficits in comparison
to other disability groups. They often show
impairment in the ability to learn new informa-
tion whereas over-learned and familiar tasks are
preserved or recover more quickly. Problems
with attention and concentration or increased
distractibility and variability of cognitive
responsiveness are also common consequences
of TBI and negatively impact long-term school
achievement and emotional adjustment (Dennis,
Wilkinson, Koski, & Humphreys 1995 — Peg
chap. 3). Memory deficits, particularly in verbal
memory and learning, prevent a child with TBI
from accessing information that has been pre-
viously learned and result in inefficient learning
strategies (Yeates & Taylor, 1997). The course of
recovery may vary, with recovery of long-term
memories first, shrinking of retrograde amnesia,



and disruption of semantic versus episodic mem-
ory (Ewing-Cobbs, Fletcher, & Levin, 1985;
Goodglass & Kaplan, 1979; Levin, Benton, &
Grossman, 1982; Levin, Eisenberg, Wigg, &
Kobayashi, 1982; Lezak, 1986). Concrete think-
ing, slow visual- motor dexterity, perceptual dis-
tortions, and disturbances of expressive and
receptive language may also be present (Bengali,
1992; Lezak, 1994 — Peg #3). Impairment in aca-
demic achievement, specifically reading, spel-
ling, and arithmetic, can be affected by mild,
moderate, and severe brain injury, and deficits
may persist 5 years post-injury (Bloom et al.,
2000). Language deficits may be subtle and pri-
marily apparent in higher level language tasks
such as abstraction, problem solving, making
inferences, and understanding metaphors (Den-
nis & Barnes, 1990 — Peg #3). All of these neu-
ropsychological recovery patterns have an
impact on the child’s performance in school.
Pediatric TBI has profound and sometimes
persisting effects on the developing brain that
extend across physical, sensory, behavioral, cog-
nitive, and psychosocial domains, which are all
factors in school success or failure. Because of
modern medical and technical advances, more
children are surviving TBI and subsequently
must be accommodated in the public school sys-
tems. According to Blosser and DePompei
(1991), inadequate communication between
rehabilitation professionals as well as school per-
sonnel’s lack of preparation for working with
this population are barriers that interfere with
efficient and effective reentry into the school.
Certainly, brain-injured children as a group
demonstrate learning difficulties similar to more
traditional special education classifications,
such as problems with attention, impulse control
and social judgment, and learning new informa-
tion (Cohen, Joyce, Rhoades, & Welks, 1985).
They often, however, demonstrate greater dis-
crepancies between abilities, more uneven pat-
terns of progress, and often require a different
academic focus in comparison to children with
learning disabilities. Children with TBI may
initially score poorly on tests of intellectual func-
tioning, but the transient nature and variability
of their deficits separate them from children with
lifelong mental retardation or learning disabil-
ity. Children with TBI may have the potential to
improve cognitive and intellectual abilities, if not
reestablish their premorbid 1Qs (Boll, 1983).
Children with TBI often display behaviors that
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are new or are exacerbations of premorbid beha-
viors. They also display original difficulties, such
as impulsivity, disinhibition, and poor planning
skills. They may show increased irritability,
overactivity, or increased lethargy due to fatigue
as a direct effect of the injury. These behaviors,
however, are very different from the often explo-
sive, maladaptive, and long-standing difficulties
exhibited by children who are severely emotion-
ally disturbed, and whose inability to learn can-
not be explained by intellectual, sensory, or
health factors. Children with health impairments
other than TBI are often more physically limited
than children with TBI, and the focus of instruc-
tion tends to emphasize adaptive skill modifica-
tion. Thus, trying to meet the special needs of
children with TBI by placing them in a modified
classroom created for children with more cir-
cumscribed difficulties, be these physical, emo-
tional, or intellectual, fails to recognize the need
for adjusting classroom strategies to accommo-
date the unique, multifaceted, and often rapidly
changing sequelae of deficits (Bengali, 1992).
Appropriately providing education to the child
with TBI requires the application of general
knowledge relevant to TBI, and a specific under-
standing of that injury’s impact on learning.
Therefore, while a program may be appropriate
for some TBI children with specific, demon-
strable characteristics and needs that are very
close to those of children in various formal spe-
cial education categories, these services do not
meet the varied and multifaceted needs of most
children with TBI.

Popular strategies routinely recommended,
such as practice and repetition, consideration of
learning styles for adaptive instruction, task ana-
lysis, compensatory skill development, and mini-
mization of distractions, are effective for
children with TBI. Computer-assisted learning,
systematic practice, memory photograph books,
self-talk and instruction, compensatory training,
academic tutoring, task structuring, and multi-
modality presentation are just a few of the inter-
ventions that can be utilized within the regular
classroom to treat and continuously monitor a
child with TBI. Appropriate educational inter-
vention requires modifications in traditional
academic instruction and gives new meaning to
individualized educational planning. It is the
well-trained professional who recognizes the
need for utilizing instructional techniques to
increase the chance for functional improvement.
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The best effect approach includes enhancement
of compensation strategies for physical, sensory,
behavioral, emotional, and cognitive difficulties
experienced by the child with TBI (Bengali,
1992). The environment must accommodate
multiple needs that result from insult to physical,
psychosocial, behavioral, and cognitive func-
tioning. As stated earlier, intervention strategies
should be aimed at increasing the malleability of
the environment to accommodate the multifac-
torial needs of children who have sustained a
TBI, as well as the improvement of the func-
tional capacity of the child.

Physical Sequelae

Pediatric TBI may produce lasting or tem-
porary physical effects that must be taken into
consideration for educational and rehabilitation
planning, particularly during the initial reinte-
gration and adjustment period of returning to
school following even brief but unplanned
absence. As a result of TBI, many children
experience problems related to endurance and
fatigue, regulation of bodily functions, and
motor deficits resulting from focal impairment
of neurological status. A child may also experi-
ence decreased stamina and chronic fatigue as a
result of prolonged inactivity, medication, or
increased mental and physical effort required to
complete tasks that were premorbidly routine
(Lezak, 1994). Thus, it may be necessary to
reduce a child’s courseload or length of school
day by gradually introducing the student to the
school regimen on a half-day basis until a rea-
sonable return of endurance allows for an
increase in time (Rosen & Gerring, 1986), resche-
duling the most difficult classes during the stu-
dent’s most productive time (Ball & Zinner,
1994), and building in regular rest periods at
critical times throughout the day.

Hypersensitivity to noise and lower thresh-
olds for stress as a result of TBI will make class
transition and lunchtime particularly difficult
periods (Boll, 1982). A “buddy system” for the
child with TBI may help to reduce the stress
associated with having to manage several activ-
ities at once (i.e., maneuvering through crowded
halls while remembering what class is next, find-
ing a place to sit, and deciding what to eat in a
noisy cafeteria). Brain centers that control appe-
tite regulation, body temperature, and hormone

production may have also been damaged.
Recognition of the overt symptoms associated
with changes in body comfort regulation should
be encouraged through physical consultation
with family members and school personnel, and
systems for either monitoring or teacher aware-
ness of these changes should be established.

Motor deficits, such as hemiparesis, ataxia,
apraxia, visual deficits, or speech disturbances,
may result from TBI, depending on the injury
site and extent of damage. Secondary difficulties
related to motor impairment, such as maneuver-
ability of a wheelchair, usage of augmentative
devices, and transfer of handedness, are often
impediments to the child’s learning process that
can increase frustration and fatigue. Although
more likely in severe and penetrating TBI, these
children are also at increased risk for developing
seizures (Golden, Moses, Coffman, Miller, &
Strider, 1983; Hauser, 1983; Jennett, & Teasdale,
1981, 1972). They may often be placed on antic-
onvulsant medication as a precaution against the
occurrence of seizures. Medication side effects
could include drowsiness, decreased attention,
lethargy, dizziness, speech disturbance, slowed
mental processing, and poor coordination, all
of which decrease the child’s ability to maximally
benefit from traditional academic instruction.

Thus, school personnel need to be prepared
to implement follow-up recommendations pro-
vided on discharge from a rehabilitation agency.
These objectives should be included in the stu-
dent’s IEP. Close contact with rehabilitation
personnel should be encouraged to maximize
the child’s response to appropriate therapies
(i.e., occupational, physical, and speech), and
to academic modifications.

Several studies have suggested that there are
no distinct or unitary behavior disorders follow-
ing TBI, and that behavioral recovery is strongly
influenced by characteristics of the environment
before and after injury (Brown et al., 1981;
Fletcher, Ewing-Cobbs, & Miner, 1990; Fletcher &
Levin, 1988; Levin, Benton, & Grossman, 1982).
Thus, an additional burden is placed on the
school to create and maintain an environment
that maximizes the brain-injured child’s
response to and compliance with educational
modifications. School personnel and family
members must also learn to recognize premorbid
characteristics of the environment and of the
child that may contribute to or impede recovery
and adjustment.



Because of the paucity of research on pre-
scriptive academic techniques for children with
TBI and the heterogeneity of this group of lear-
ners, sound teaching practices applied with an
understanding of and a sensitivity to possible
cognitive, psychosocial, and physical sequelae
are a good instructional starting point. This can
best be accomplished by early planning, educa-
tion, and training of school personnel and family
members. Classmates and teachers should be
made aware of procedures that will facilitate
adjustment in a way that is sensitive to all par-
ties. In preparation for reentry of a child with
TBI injury, coordination of efforts between hos-
pital or rehabilitation personnel and school per-
sonnel should begin while the child is still in the
hospital or under home-based care. This would
include participation in the school’s multidisci-
plinary team placement meeting or tentative
IEP. The school should remain open to possible
ongoing modifications in the child’s educational
objectives as the reentry process begins and the
child is observed in the classroom setting.
Because recovery from pediatric TBI is an
ongoing, adaptational, dynamic process, the
typical policy of retesting special educational
students every 3 years may be too infrequent
for a young child with TBI given the rapid
changes in development that complicate deter-
mining the impact of early TBI on learning
(Ball & Zinner, 1994). Instead, a child with TBI
should be formally assessed at least every 12
months by a neuropsychologist trained in the
subtleties of brain functioning and recovery in
the context of brain maturation, with reduction
in this schedule once the child has reached ado-
lescence. Then assessment can occur at longer
intervals as the older child prepares for transi-
tions (i.e., middle school, high school, college).
Of course, if an intervening event occurs (e.g.,
repeated injury), testing should resume a more
frequent schedule.

Because not all children with TBI qualify
for special education placement, regular educa-
tion teachers should be included in the training
process to make them aware of modifications
that could be implemented throughout tradi-
tional instruction. Emphasis should be placed
on functional development using process-
oriented instructions. Ongoing consultations
among teachers, administrators, the school
nurse, school mental health professionals, and
parents can be helpful in addressing day-to-day
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frustrations associated with the difficulties of
educating a child with special needs. This may
also be an effective mechanism for sharing suc-
cess and progress. For the child with brain
injury, gradual introduction to less predictable
and more demanding situations will be needed to
develop accurate environmental cues. Individual
psychotherapy will help the child address issues
related to increased awareness of deficits, social
isolation, and adjustment changes in social
dynamics at school.

Sensitivity to the variability of deficits that
occur in the context of severity of TBI (i.e., mild,
moderate, severe) on the part of the school is also
important to address the unique educational
needs of the injured child. Following very mild
head injuries, small adjustments such as delaying
a test for 1 week after more intensive learning to
allow the child to better consolidate the material,
allowing for slightly shorter attendance, offering
a delay in final examinations, or providing a
tutor for a matter of weeks may be required.
These adjustments are not automatically attain-
able, however. Someone has to understand that
such adjustments are necessary, know how to
present the request for these adjustments, and
interact with an environment that is not typically
used to dealing with children who have these
temporary types of changes in their mental and
personal capacities.

With more severely injured children, the
demands for individual educational programing,
which change from time to time, and the
demands of a child who does not fit neatly into
categories such as learning disabled, attention
deficit, or emotionally disturbed place the school
under real fiscal and administrative pressures to
which its teachers and administrators may
respond well or badly. Even the most well-
intended administrator and teacher may not
understand these demands. They may seem to
be driven by a higher priority for pedagogical
order or fiscal limits than for consideration of an
individual child’s educational requirements. By
the time a child has been identified and pro-
cessed through a cumbersome or resistant sys-
tem she or he may have fallen far, far behind.
Because of this failure to promptly respond to
the child’s needs, much additional damage has
been done. Resources required in this circum-
stance will be even more extensive in order to
make up for the secondary harm done by inade-
quate immediate educational planning. It is not
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at all unheard of to see a child return to school
months or even weeks after a moderate or severe
head injury and be in a state of modest confusion
while sitting at his or her desk. To say that the
child has obtained nothing from this experience
understates the matter. When the child has fully
recovered, it must be recognized that a period of
time has elapsed during which no learning has
occurred whatsoever. This period of time may be
measured in months. This period may be char-
acterized by frustration for the child and teacher.
Therefore, even though the child may eventually
become ready to progress adequately, the back-
ground of knowledge necessary to benefit from
current lessons is missing. The circumstances of
school life may also have become negative
enough to further impede academic progress
related to the anger, confusion, and uncertain
expectations produced by the child’s condition,
and the school’s failure to manage the situation
in an informed and appropriate manner from a
time even before the child returns to school. This
may mean repeat of the year, summer school, or
a whole variety of individual resource interven-
tions. In order to make an adequate determina-
tion of what is necessary, deficits must be
appropriately appreciated, examinations accom-
plished, and various meetings and planning ses-
sions held in order to make individualized
arrangements that actually fit what it is that the
child needs to make adequate progress. It is
never sufficient to place the child in a special
class without appreciating the child’s neurologi-
cal state and other consequences of the head
injury that have produced the need for educa-
tional changes. Even a high level of irritability
and low frustration tolerance without decline in
cognitive capacity can make sitting in a class-
room for a grade school or junior high school
student intolerable. Poor behavior is at least as
unacceptable within the school as is poor aca-
demic performance. Blame, additional pres-
sures, and  exclusion from  learning
environments are hardly therapeutic, and yet
the reaction of the teacher, particularly one
who is not aware of or unprepared to deal with
the child’s condition, is not difficult to predict.
Teachers, too, have rights, and these rights
include the expectation that children will
attempt to learn in their class and be in a class
appropriate for the tasks at hand. If neither is
possible on the part of the child, then other
arrangements must be made. Simply placing

them under some pious term like “inclusion,”
which may mean little more than ignoring the
problem, is seldom if ever satisfactory. Pretend-
ing that the child will be all right if enough time
passes misses the point entirely. During this per-
iod, the child may miss so much by way of aca-
demic instruction that the requirement then
becomes one of reconstruction of an entire aca-
demic year. This, too, is discouraging and frus-
trating for the child who then may be separated
from age mates of long standing either because
of the severity of the head injury or because of
inadequate academic management. In either
case, this is an additional academic and coping
challenge, and one that makes recovery from
head injury all the more difficult.

Given the variability of outcome from
pediatric TBI, the contribution of multiple fac-
tors of pre- and post-injury, the sensitivity to
the developmental aspects of head injury, and
the continuing scholarly investigation into the
changing nature and outcome of pediatric TBI,
the way in which young children with TBI
are viewed and remediated is a work in progress.
TBI sustained in young children is very different
from TBI sustained in adolescents and adults,
and must be addressed as such. Thus, interven-
tions for amelioration that professionals initiate
must be made in the context of current research,
within a developmental framework, within a
knowledge base of the relationship of the brain
to behavior, and with the recognition that no
two children with TBI are alike. All head injuries
are not alike, and the outcome of all head inju-
ries is not alike. Neither are children who have
experienced TBI, in an overall sense, like chil-
dren with other conditions. Some children with
head injuries do have low IQs, some have deficits
in attention, and others have specific or general
learning issues, be these academic or social. In
addition, others have physical limitations,
including but not limited to motor and sensory
deficits. Each child comes from a family rich in
context, with internal buffers or individual vul-
nerabilities, and must function in a system that is
not always designed for those who have special
needs. The purpose of this chapter was to
describe pediatric TBI from a developmental
perspective, offer research associated with the
unique issues of injury and outcome in pediatric
TBI, and provide recommendations for broad
interventions founded in research to address
pediatric TBI in the school environment. With



heightened awareness of the developmental
uniqueness of young children who have sus-
tained TBI, more research can be directed
toward better understanding the trajectory (or
alteration) of development. As neuroimaging
becomes a mainstay in human neurocognitive
research (and hopefully, practice), the resultant
understanding of neuroanatomical changes in
early brain insult will further assist in developing
medical and cognitive strategies to improve out-
come and inform remediation of deficits when
early development is altered as a consequence of
TBI in young children. In addition to these cau-
sative issues, who the child is, the family from
which he or she comes, the social circumstances
including stability and demand level that per-
tain, the preinjury skills the child had, the aca-
demic flexibility of the school after injury, and
the available resources, all significantly influence
a child’s outcome. This chapter attempts to
bring those issues together and to discuss them
in one place to give the practicing clinician an
overview of the issues in a practical way. When
an integrated set of efforts is directed toward the
multifactorial issues that influence the occur-
rence as well as the outcome of pediatric TBI,
the best interests of the child are maximally
served.
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Neuropsychological Basis
of Learning Disabilities

SAM GOLDSTEIN anxo ADAM SCHWEBACH

Learning disabilities, including reading disabi-
lities, are the most prevalent group of neurobe-
havioral disorders affecting children and adults.
There is a strong genetic component to these
disabilities. Unlike most other neuropsychologi-
cal disorders, learning disabilities are not a sin-
gle, relatively well-defined entity or syndrome.
Rather, learning disabilities encompass an extre-
mely heterogeneous group of problems with
diverse characteristics which can result from a
variety of biological influences, including genetic
factors, environmental insults to the brain, and
possibly, as recent research on brain development
suggests, from extreme lack of early environmen-
tal stimulation. As a result, the multifaceted field
of learning disabilities is complex and often con-
tentious with many competing theories, defini-
tions, diagnostic procedures, and suggested
avenues of intervention.

Within the framework of this chapter it is
not possible to adequately describe or attempt to
integrate the many competing viewpoints and
claims surrounding the construct of learning dis-
abilities. This task has admirably been under-
taken by other writers in the field who have
approached learning disabilities from a broad,
historical perspective as well as from the
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viewpoint of best current practices (Lerner,
1993; Mercer, 1991; Torgesen, 1991; Swanson,
Harris, & Graham, 2003). This chapter will
approach learning disabilities from biomedical,
neuropsychological, and information-processing
perspectives.

The Concept of Learning Disabilities

Learning disabilities as a category of human
exceptionality evolved from observations of
physicians and educators as they studied and
attempted to assist brain-injured children.
Alfred Strauss and Laura Lehtinen published
their classic work Psychopathology and Educa-
tion of the Brain-Injured Child, in 1947. In 1966,
Clements, as head of a task force sponsored by
the U.S. Department of Heath, Education and
Welfare, strongly supported use of the term
minimal brain dysfunction which became popu-
larized as MBD (Mercer, 1991).

The terms minimal brain injury and mini-
mal brain dysfunction were used to describe
children of normal intelligence who appeared
similar to some individuals with known brain
injury in that they exhibited a combination of
hard or soft signs of neurological deficiency con-
comitantly with educational and sometimes
behavioral disorders. Minimal brain dysfunc-
tion was believed to be responsible for observed
deficits in processes such as auditory and visual
perception, symbol learning, short- and long-
term memory, concept formation and reasoning,
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fine and gross motor functions, and integrative
functions, resulting in disorders of receptive and
expressive language, reading, writing, mathe-
matics, physical skill development, and interper-
sonal adjustment. In addition, behavioral traits
such as distractibility, impulsivity, persevera-
tion, and disinhibition were often found in chil-
dren with minimal brain dysfunction syndrome
(Cruickshank, Bentzen, Ratzeburg, & Tannhau-
ser, 1961; Gardner, 1973; Johnson & Myklebust,
1967); Fletcher, Shaywitz, & Shaywitz, 1999).
Thus, from the first, the field of learning disabil-
ities centered around a medical model with the
term minimal brain dysfunction being applied to
an extremely  heterogeneous group of
individuals.

Johnson and Myklebust (1967) discussed
the limitations of extant terminologies. They
suggested that minimal was inappropriate to
describe individuals whose resulting disabilities
had much greater than minimal impact on their
learning functions and that the words brain
injury and brain dysfunction were viewed as too
stigmatizing by many individuals with learning
disorders and their parents.

In 1963 at a national organizing conference
of concerned parents and professionals held in
Chicago, Samuel Kirk proposed use of the term
learning disabilities (LD) (Lerner, 1993). This
term was quickly accepted by parents and con-
tinued to gain ascendance when federal and state
governments adopted it at the time special edu-
cation services were expanded to include stu-
dents of average or better intelligence with
otherwise unexplained academic learning disor-
ders (U.S. Office of Education, 1977; Mercer,
1991). Kirk viewed learning disabilities from a
psycholinguistic perspective which proposed
that underlying specific deficiencies in central
nervous system functioning result in deficits in
psychoneurological learning processes which, in
turn, explain observed learning disabilities.
Based on the psycholinguistic-process model of
Charles Osgood, Kirk described learning dis-
abilities according to learning channels (audi-
tory/verbal or visual/motor), learning levels
(rote or conceptual), and specific processes (per-
ception, reception, memory, integration, expres-
sion, etc.) (Kirk & Kirk, 1971). Naglieri and Das
(2002), based on Luria’s model of intellectual
processes, described four critical processes essen-
tial for effective learning. Luria’s PASS model
involves planning, simultaneous processing,

attention, and successive processing. Weaknesses
in various combinations of these processes have
been associated with specific learning disabilities
(Naglieri & Das, 2002).

While the view of learning disabilities as
neurologically based process deficits remained
widespread, during the 1970s a behavioral
approach to the topic was promulgated. Process
deficits were roundly criticized as hypothetical
constructs which could not validly or reliably be
diagnosed and which had little or no demon-
strable relationship to effective interventions
(Hammill & Larsen, 1974, 1996; Larsen,
Parker, & Hammill, 1982). Proponents of this
view advocated criterion-referenced or curricu-
lum-based assessment of a multitude of specific
skills and interventions based on a detailed ana-
lysis of the component parts of each skill to be
taught/learned along with ecological analysis
and modification of the learning environment.
Well-designed and group-validated approaches
to curriculum instruction were held to be appro-
priate and effective for all students, including
slow learners, without reference to supposed
internal processing deficits or disabilities. This
approach, now referred to as response to inter-
vention (RTI), has become increasingly popular
and advocated for within special education pro-
grams in public schools.

While debate raged, a third approach to
understanding and assisting those with learning
disabilities added a new dimension. Based on
research centered at the University of Virginia
(Hallahan, 1980) and the University of Kansas
(Schumaker, Deshler, Alley, & Warner, 1983),
cognitive learning models were applied to the
understanding and treatment of learning disabil-
ities. From a cognitive framework, learners are
viewed as directing their own learning by focus-
ing on topics and skills which are personally
meaningful and by developing active strategies
for information acquisition. One outgrowth of
cognitive theory has been the holistic or con-
structivist approach to teaching and learning,
including whole-language methods of reading
instruction. While the tenets of cognitive theory
have been applied to the learning-disabled popu-
lation in a number of ways, a major emphasis has
been helping students to develop more reflective,
accurate, and efficient approaches to learning
tasks (i.e., learning how to learn). Students are
taught to consciously employ self-monitoring
strategies and effective learning/study strategies.
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This model, which emphasizes an approach of
focus on how students learn versus what a stu-
dent learns, may have influenced the scientific
discipline away from more deficit-based concep-
tualizations when explaining learning disabilities
(Wong, 1987).

Prevalence of Learning Disabilities

Determining prevalence rates, or the fre-
quency of occurrence, of learning disabilities in
the population might at first glance appear to be a
relatively straightforward process. However,
since prevalence rates for any disease or disability
are dependent on having a clear-cut definition of
the disorder under consideration and since there
is no consensually accepted or experimentally
validated definition of learning disabilities, the
process of determining the prevalence of learning
disabilities is a quagmire. At the present time,
incidence figures for this nondefinitive disorder
or group of disorders cannot be determined pre-
cisely and are essentially broad estimates.

Important considerations regarding the
determination of LD prevalence were presented
by MacMillan (1993) and Lyon (1996). In a dis-
cussion of operationalizing disability definitions
MacMillan described prevalence rate as referring
to the total percentage of the population that is
affected by a disorder while detection rate refers
to the number of known or identified cases. For
learning disabilities, prevalence and detection
rates may, indeed likely do, differ. Depending
on the stringency of identification criteria, pre-
valence estimates for learning disabilities have
varied from as low as 1% to as high as 30% of
the school-age population (Lerner, 1993).
Mercer (1991) suggested that those with severe
specific learning disabilities might comprise
approximately 1.5% of students, while the inclu-
sion of students with mild learning disabilities
could raise that figure to about 4 or 5%. Other
studies focusing on a specific classification of
learning disabilities identify 5-8% of school-
age children with arithmetical disabilities
(Geary, 2003) and 5-17.5% with dyslexia
(Shaywitz, 1998). It is still estimated that 52%
of all students being served in special education
have a classification of LD with an actual count
exceeding 2.5 million (Kavale & Forness, 2003).
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Etiology and Genetics of Learning
Disabilities

From the time of the earliest medical reports
which described cases of dyslexia, learning dis-
abilities have been viewed as stemming from cen-
tral nervous system dysfunction, more precisely,
from dysfunction of specific portions of the cere-
bral cortex (Doris, 1986; Huston, 1992). This
long-standing presumption is being reinforced
and validated by modern cognitive neuroscience.
Language-specific processing of the brain in areas
surrounded by the Sylvian fissure has been asso-
ciated with a variety of language functions. The
temporoparietal cortex receives projections con-
taining but not limited to visual and auditory
information. The posterior superior temporal
gyrus or Wernicke’s area is associated with a
variety of language functions, particularly invol-
ving comprehension. However, it is likely over-
simplistic to describe temporoparietal areas as
those responsible for the reception of language
whereas frontal regions as responsible for expres-
sive language. It is more likely that a distributed
network is responsible for full coherence of the
language system (Joseph, Nobel, & Eden, 2001).

PET and fMRI have been used extensively to
extend an understanding of how specific compo-
nents of learning map onto the brain (Rumsey
et al., 1997). As these techniques have become
more refined and technologically advanced, an
understanding of structural differences impli-
cated in learning disabilities has progressed.
Despite their limitations, these techniques have
revealed much about structures of the brain asso-
ciated with visual word form (Fritch, Friston,
Liddle, & Frack, 1991), orthography (Flowers,
Wood, & Nailer, 1991), phonology (Rumsey
et al, 1997), and semantics (Pugh, Shaywitz,
Shaywitz, Constable, Skudlarski, Fulbright,
Bronen, Shankweiler, Katz, Fletcher and Gore,
1996). However, a great deal of variability has
been found then and between studies such that
multiple sites within similar regions of the brain
have been implicated in these processes (Poeppel,
1996).

Very few functional neuroimaging studies
have been conducted with children, in part due
to the fact that PET requires the application of
radioactive material. At least one study using
fMRI has mapped language dominance in chil-
dren with partial epilepsy, results similar to those
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observed in adults (Hertz-Pannier et al., 1997).
Readers interested in an extended discussion
of learning and brain imaging are referred to
Berninger (2004).

Learning disabilities have traditionally been
viewed as neurological deficits intrinsic to genetic
and other biological factors within the individual
and not of environmental origin. However, cur-
rent research is documenting the intimate connec-
tion between environment and neuroanatomical
development (Dawson & Fischer, 1994; Hutenlo-
cher, 1991). The pervasive effects of early environ-
mental programming on the formation and
pruning of neural networks and the theoretical
relationship of this process to the occurrence of
neurologically based specific learning disabilities
are an area that is only beginning to be considered.

The prenatal, perinatal, and postnatal envir-
onmental factors associated with brain develop-
ment and brain injury are best viewed as potential
causes of learning disability due to uncertainties
and inconsistencies in the relationships between
age at onset, the severity of circumstance or con-
dition, the degree of transient or permanent brain
dysfunction, and the broad range of possible
effects on learning. For example, clinical studies
have documented cases in which major structural
deficits, even loss of an entire brain hemisphere,
result in few observable signs of learning disabil-
ity while many individuals with severe learning
disabilities have no obvious structural deficits
(Bigler, 1992; Satz, 1990). In addition, confound-
ing variables such as socioeconomic status, par-
enting style, and early interventions mediate the
degree to which a neurological abnormality will
result in impaired learning. In many or most cases
of learning disability etiology is, presumably, not
a factor. However, in some cases an environmen-
tal cause is directly known or fairly certain while
in other cases, the environmental contribution to
etiology is cloudy, involving a subtle interplay of
potential factors which may be undocumented or
unknown. In the last 40 years, experimental
research has provided strong support for a genetic
factor in some forms of learning disability. The
familial occurrence of reading, spelling, and writ-
ing disabilities has been investigated using a vari-
ety of methodologies such as study of family
history and pedigree analysis, determination of
concordance rates among identical and fraternal
twins, comparison of linear regression in reading
scores between identical and fraternal twins, and
chromosomal analysis of family members.

The earliest widely cited family pedigree
study of reading disorder, conducted by Hallg-
ren in 1950 (cited in Pennington, 1991), consisted
of a statistical analysis of dyslexia in 112
families. Among first-degree relatives (parents
and siblings of an identified child), the risk for
co-occurrence of this disorder was 41%, which is
much higher than the usual prevalence estimates
for the general population of 5-10%. Huston
(1992), reporting on Hallgren’s study, indicated
that of the 112 families, in 90 families, one parent
was dyslexic; in 3 families both parents were
dyslexic; and in 19 families neither parent had
dyslexia. While Hallgren’s study has been criti-
cized for methodological flaws, later studies car-
ried out with greater technical precision, such as
that of Finucci, Guthrie, Childs, Abbey, and
Childs (1976, cited in DeFries, 1991), have
found similar familial rates in the range of
35-45%. Finucci (1976) also published a critical
review of the early investigations of dyslexia and
genetics. Even more recent studies continue to
demonstrate considerable evidence supporting
that dyslexia and even dysgraphia have a devel-
opmental, genetic influence (Raskind, 2001).

The Colorado Family Reading Study,
begun in 1973, compared reading abilities of
125 reading-disabled children (probands) and
their family members to 125 matched control
children who were not reading disabled and
their family members. The total number of sub-
jects in this study was 1,044, making it an exten-
sive family study. Results clearly demonstrated
that reading disorders are familial in nature.
Scores for siblings of proband subjects were sig-
nificantly lower than scores for siblings of con-
trol subjects on measures of both reading and
symbol processing speed. A similar pattern of
significant results was observed for the parents
of probands and controls. An interesting finding
was that, on average, brothers of probands were
significantly more reading impaired than sisters
of probands. Similarly, fathers of probands
were, on average, less skilled readers than
mothers of probands; however, the score differ-
ence between fathers and mothers was less than
the score difference between male and female
siblings (DeFries, 1991). Although reading dis-
abilities have now conclusively been shown to be
familial in nature, familial occurrence suggests
but does not demonstrate genetic heritability.
Empirical investigations to ascertain the genetic
inheritance of learning disabilities, specifically
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reading disability, have included concordance
studies of twins, multiple regression studies of
twins, segregation analysis studies, and chromo-
somal linkage studies.

Comparison of pairs of identical and frater-
nal twins has been used to investigate the genetic
component of reading disability in the same way
that other twin studies have researched the her-
itability of intelligence and a variety of other
personal characteristics. Many twin studies
have employed a comparison of concordance
rates to test for genetic etiology. A pair of twins
is concordant for reading disability if both twins
are reading disabled; if just one twin is reading
disabled, the pair is discordant. Identical twins
share an identical genetic makeup while fraternal
twins share about 50% of heritable variation
(LaBuda & DeFries, 1990). To the extent that
reading disability is genetically determined, the
concordance rate for pairs of identical twins
should be considerably higher than for pairs of
fraternal twins when at least one member of each
identical and fraternal pair has been identified as
reading disabled.

Two of the earlier reports of concordance
rates for reading disability in twins were those
of Hermann (1959) and Zerbin-Rudin (1967).
Both of these researchers pooled the findings of
smaller previous studies, possibly with some
overlap in their reporting of cases. The concor-
dance rates reported by both authors were
nearly identical. Based on their combined
data, as reported by Huston (1992), there was,
on average, 100% concordance for 29 identical
twin pairs and about 34% concordance for 67
fraternal twin pairs.

Due to technical differences in the method
for determining concordance rates, different
authors sometimes report different concordance
figures for the same study, i.e., some authors
report pairwise concordance rates and others
report probandwise concordance rates. The
first method counts each concordant twin pair
one time. The latter method considers each
member of a concordant pair as a separate
research subject and, therefore, counts each con-
cordant pair twice. Using probandwise concor-
dance increases the percentage of concordance
for both identical and fraternal twin pairs
(LaBuda & DeFries, 1990). For example, in the
Zerbin-Rudin study, a pairwise concordance
rate for fraternal twin pairs was 34% (12 of 34
cases) as reported by Huston (1992); however,

the probandwise concordance rate for those
same twin pairs was 52% (24 [12+12] of 46
[34 4 12]) cases as reported by DeFries (1991).

Bakwin (1973, cited by LaBuda & DeFries,
1990) studied 31 pairs of identical and 31 pairs of
fraternal twins, finding 84% pairwise concor-
dance for identical twin males and 83% for iden-
tical twin females. Interestingly, the pairwise
concordance rate for male fraternal twins was
42% while the rate for female fraternal twins was
just 8%. Bakwin also investigated the environ-
mental factors of birthweight and birth order
as predictors of reading disability but found
no significant differences between normally
reading twins and reading-disabled twins on
these variables.

Stevenson, Graham, Fredman, and
McLoughlin (1987, cited by Thomson 1990)
conducted a large-scale study of the reading
and spelling abilities of 285 twins aged 13 years
divided into several subgroups according to type
and severity of skill deficiencies. In contrast to
other concordance studies of twins, these
authors reported, overall, relatively similar pair-
wise concordance rates for identical and frater-
nal twin pairs, 32 and 21%, respectively. Their
findings suggest a fairly low level of heritability
for reading disorder. However, with IQ con-
trolled, Stevenson et al. found a strong genetic
influence on spelling ability.

The most technologically sound large-scale
twin study, the Colorado Twin Study, was begun
in 1982 as part of the Colorado Reading Project.
With 1IQ controlled (Verbal or Performance
IQ = 90 or above) and other types of selection
criteria in place, the Colorado Study examined
reading disability in 101 pairs of identical twins
and 114 pairs of fraternal twins. The pairwise
concordance rate of 52% for identical twins was
lower than for most earlier studies while the rate
for fraternal twins was fairly typical at 33%
(LaBuda & DeFries, 1990). Although there is
some variation in the concordance figures gen-
erated by different studies, taken as a whole, they
do provide strong evidence for a genetic factor in
the etiology of reading disability.

In the search for the genetic mechanisms
underlying reading disability, two primary stra-
tegies have been employed, chromosomal link-
age studies and segregation analysis. Working
from phenotype (clinical manifestation of
disability) to genotype (underlying genetic sub-
strate of disability), segregation analysis involves
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testing all members of affected families for the
presence of a learning disorder and then fitting
the data to potential models of genetic transmis-
sion, e.g., autosomal dominant, autosomal
recessive, codominant, or polygenetic models.
Pennington et al. (1991) after performing segre-
gation analysis on four subject samples, found
support for a major gene model in which dys-
lexia in some families is transmitted by one or
more dominant or partially dominant genes.
They also found support for genetic heterogene-
ity, i.e., multiple genetic mechanisms in the
transmission of dyslexia. Further research with
more sophisticated segregation analysis has also
pointed toward a major dominant gene effect
which is frequently occurring (57% of the popu-
lation) and which, when present, increases an
individual’s liability for reading problems
(Gilger, Vorecki, DeFries, & Pennington,
1994). However, this putative gene is of low
penetrance such that only 3% of individuals
having one or two copies of the defective allele
demonstrated reading deficits greater than 1.96
SD below the population mean. Nonaffected
individuals (43% of the population) with two
normal alleles and no copies of the defective
allele had an extremely low probability
(p = .0027) of being classified reading disabled.

Working from genotype to phenotype, link-
age studies have been conducted to identify the
specific chromosomes and the genetic loci on
those chromosomes that are associated with dys-
lexia. Through cytogenic studies of families in
which there are a number of persons identified as
dyslexic, the search for a gene or genes that may
cause dyslexia can be narrowed. Smith, Penning-
ton, Kimberling, and Ing (1990) and DeFries
and Gillis (1993) have summarized the complex
principles of linkage analysis which involve
investigating both the link between marker
genes and the disability gene on a chromosome
and the link between that chromosome and the
phenotypic occurrence of reading disability.

The pioneering linkage study of Smith,
Kimberling, Pennington, and Lubs (1983)
found evidence in some families for a link
between reading disability and a marker on
chromosome 15p. A later study with a larger
number of subjects provided additional support
for this finding (Smith et al., 1990) and further
suggested that the apparent linkage was present
in approximately 15-20% of families with multi-
ple cases of reading disability.

A second possible genetic locus for reading
disability in families not linked to chromosome
15 was suggested by the observation of the co-
occurrence of dyslexia and disorders of the
immune system which are coded to the human
leukocyte antigen (HLA) region of chromosome
6 (Geschwind & Behar, 1982; Pennington,
Smith, Kimberling, Greene, & Haith, 1987,
Smith, Kimberling, & Pennington, 1991). Sub-
sequent research to test this hypothesis (Cardon
et al., 1994) studied linkage in two independent
samples, 126 sibling pairs and 50 fraternal twin
pairs, in which at least one member of each pair
was reading disabled. Analyses of the reading
performance of subject pairs genotyped for
DNA markers localized the reading disability
trait to a small region within the HLA complex
of chromosome 6.

A high incidence of reading disability is
found in individuals with abnormalities in sex
chromosome karyotypes, the most common of
which is the 47 XXY karyotype in males (Kline-
felter’s syndrome), occurring in approximately 1/
700-1/1,000 births (Berkow and Fletcher, 1992;
Pennington, Bender, Puck, Salbenblatt, &
Robinson, 1982). Although not a frequent occur-
rence in the learning-disabled population, the
strong association between some sex chromo-
some anomalies and reading disorders provides
additional evidence for the genetic heterogeneity
of reading disability.

There is evidence that reading disability per
se is not inherited but that genetic variations
influence specific subskills connected to the
reading process. Olson, Wise, Conners, Rack,
and Fulker (1989) found significant heritability
for a phonological coding task but not for an
orthographic coding task. Pauls (1996) reported
genetic linkage studies of dyslexic subjects and
their family members assigned to one of four
research groups according to the primary defi-
cient process evident in their reading difficulty:
phonological segmentation, nonword reading,
rapid namings, and single word identification.
Similar to previous findings, phonological seg-
mentation showed linkage to the HLA region of
chromosome 6. There was no evidence for a
connection between word identification and
chromosome 6; however, there was some evi-
dence that the word identification phenotype is
tied to a variation in the same portion of chro-
mosome 15 that was first implicated by Smith
et al. (1983).
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In summary, family studies, concordance
studies of twins, and multiple regression studies
of twins have shown that reading disabilities
run in families, that they are heritable, and
that the heritable component is approximately
50%. Presently, segregation analyses point to
genetic transmission via a partially dominant or
dominant major gene effect. Genetic linkage
studies have provided strong evidence that in
some families and subject populations studied,
reading disability is linked to chromosome 6p
or chromosome 15p. Both segregation analyses
and linkage analyses have led to the conclusion
that phenotypic reading disability is genotypi-
cally heterogeneous, i.e., increased susceptibil-
ity to reading disability can be produced by
multiple genetic profiles. Furthermore, there is
preliminary evidence which suggests that within
a single individual the component processes of
reading may be influenced by separate genes at
different loci.

Subtyping Learning Disabilities

Although public agencies have primarily
chosen to define learning disability based upon a
discrepancy between achievement- and 1Q-based
estimates of potential achievement, this statistical
definition does little to facilitate an understanding
of the underlying processes that contribute to
successful and, in this case, unsuccessful achieve-
ment. Although it has been suggested that learn-
ing disability is a broad, nonspecific symptom for
which cause must be identified, it has yet to be
demonstrated that different causes lead to differ-
ent types of learning disability or for that matter
require different treatments.

The work of Boder (1973) and Bakker
(1979), though 30-years old, exemplify efforts
to classify and identify learning disability
on the basis of educational criteria. Boder
described three subtypes of children with learn-
ing disability: (1) a dysphonetic group lacking
word analysis skills and having difficulty with
phonetics; (2) a dyseidetic group experiencing
impairment in visual memory and discrimina-
tion; and (3) a mixed dysphonetic, dyseidetic
group. The dysphonetic group included two-
thirds of those identified as learning disabled
with the dyseidetic group constituting approxi-
mately 10%. Bakker’s work described L- and
P-type dyslexias. Children with L-type dyslexia
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read quickly but made errors of omission,
additions, and word mutilation. The P-type
group tended to work slowly and make time-
consuming errors involving fragmentations
and repetitions. Among the interesting and
promising attempts to define learning disability
are those studies involving multivariate analy-
sis. Efforts to subgroup learning disability
using such analyses find that differences
between good and poor readers may reflect
impairment in minor skills such as oral word
rhyming, vocabulary, discrimination of
reversed figures, speed of perception for visual
forms, and sequential processing (Doehring,
1968). In 1979, Petrauskas and Rourke utilized
a factor-analytic method to describe the diffi-
culties of a group of deficient readers. They
found these readers falling statistically into
four subtypes: (1) primarily verbal problems;
(2) primarily visual problems; (3) difficulty
with conceptual flexibility and linguistic skills;
and (4) no identified specific weakness. The
first of these two groups corresponds with
Boder’s analysis. The third may reflect children
with weaker intellectual skills while the fourth
may in fact reflect the long-standing, clinical
perception that there are a group of children
who experience achievement problems possibly
secondary to nonneurological factors (e.g.,
emotional disorder).

Mattis, French, and Rapin (1975) identified
three distinct syndromes of learning disability
based upon a factor analysis. These included
(1) children struggling to read as the result of
language problems; (2) children with articula-
tion and graphomotor problems affecting
academic achievement; and (3) children with
visual-spatial perceptual disorder. The third
group displayed better verbal than nonverbal
intellectual abilities. Almost 80% of the
impaired children fell in the first two groups.
Denckla (1972, 1977) reported similar statistics
noting that approximately 16% of learning-
disabled children experienced some type of
visual-spatial or perceptual motor problem.

Thus, there is a consensus among factor-
analytic studies attributing a large group of chil-
dren with problems related to verbal weaknesses
and a smaller but significant group related to
perceptual weaknesses. Joschko and Rourke
(1985), based upon an analysis of the Wechsler
Intelligence Scale for Children, found a clear dis-
tinction between children with learning problems
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stemming from verbal weaknesses and those
whose problems stem from nonverbal weaknesses.

Satz and Morris (1981) found five distinct
groups of reading-disabled children, again
along this verbal-nonverbal continuum. These
included (1) those with language impairment;
(2) those with specific language problems
related to naming; (3) those with mixed global
language and perceptual problems; (4) those
with perceptual motor impairment only; and
(5) an expected group similar to that reported
by Petrauskas and Rourke (1979) in which no
significant impairments were identified. Some
researchers have hypothesized that this group
of children simply has not experienced ade-
quate education to develop essential achieve-
ment skills while others, as noted, suggest an
emotional basis for this group of children’s pro-
blems. Using cluster analysis of a neuropsycho-
logical battery, Phillips (1983) identified a fairly
similar profile of five learning-disabled sub-
types, including individuals with normal test
scores, auditory processing problems, difficulty
with receptive and expressive language, spatial
weaknesses, and a global pattern of low test
scores.

Rourke (1989) concluded that cluster-
analytic studies have identified some association
between learning delay and a wide variety of
perceptual, linguistic, sequential, and cognitive
skills. This finding is reinforced by the work of
others over nearly a 40-year period (Benton,
1975). According to Swartz (1974) a pattern con-
sisting of depressed scores on four Wechsler
subtests, the ACID pattern (an acronym for
Arithmetic, Coding, Information, and Digit
Span subtest), characterizes the weaknesses of
most learning-disabled children. Although this
view is held by many others and has been most
recently advanced by Kaufman (1997), not all
learning-disabled children display this pattern.
Children who do, however, are thought to have
a particularly poor prognosis for academic per-
formance in reading, spelling, and arithmetic
(Ackerman, Dykman, & Peters, 1977). Some
researchers have suggested that in a population
of learning-disabled children demonstrating this
pattern, one subgroup experiences particularly
poor auditory—verbal memory and sequencing
while a second group experiences poor visual-
spatial abilities. This distinction is similar
to that described by Joschko and Rourke in
1985. However, these authors reported a further

distinction in the ACID pattern by age between a
younger group 5- to 8-years old and an older
group, 9- to 15-years old. On the basis of an
extensive neuropsychological battery, these
authors found a distinct pattern of differences
resulting in four subtypes. Joschko and Rourke
(1985) noted that 